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EXPOSE DES MOTIFS

1. CONTEXTE DE LA PROPOSITION
. Justification et objectifs de la proposition

Dans sa communication intitulée «Une Europe plus simple et plus rapide», la Commission
annongait son engagement en faveur d’un programme ambitieux visant a favoriser des
politiques innovantes et tournées vers I’avenir qui renforcent la compétitivité de 1’Union
européenne (UE) et allégent la charge réglementaire pesant sur les citoyens, les entreprises et
les administrations, tout en maintenant les normes les plus élevées en matiére de promotion de
ses valeurs.

Le reglement (UE) 2024/1689 du Parlement européen et du Conseil du 13 juin 2024
¢tablissant des régles harmonisées concernant I’intelligence artificielle (ci-apres le «reglement
sur I’TA»), entré en vigueur le 1° aolit 2024, établit un marché unique de I’intelligence
artificielle (ci-aprés I’«IA») axée sur I’humain et digne de confiance dans 1’ensemble de I’UE.
Son objectif est de promouvoir I’innovation dans I’IA et son adoption, tout en garantissant un
niveau élevé de protection de la santé, de la sécurité et des droits fondamentaux, y compris la
démocratie et 1’état de droit.

L’entrée en application du réglement sur I’IA se fait par étapes, toutes les regles entrant en
application au plus tard le 2 aoGt 2027. Les interdictions de pratiques en matiere d’IA
présentant des risques inacceptables et les obligations liées aux modeles d’IA a usage général
sont déja applicables. Toutefois, la plupart des dispositions, en particulier celles régissant les
systémes d’IA a haut risque, ne commenceront a s appliquer qu’a partir du 2 aodt 2026 ou du
2 aolt 2027. Ces dispositions comprennent des exigences détaillées en matiére de
gouvernance des données, de transparence, de documentation, de contr6le humain et de
robustesse, afin de garantir que les systtmes d’IA mis sur le marché de ’UE sont sirs,
transparents et fiables.

La Commission est attachée a une mise en ceuvre du réglement sur I’A claire, simple et
propice a 1’innovation, comme indiqué dans le plan d’action pour un continent de I’'IA? et
dans la stratégie pour I’application de I’IA3. Des initiatives telles que le code de bonnes
pratiques en mati¢re d’TA a usage général, les lignes directrices et modéles de la Commission,
le pacte sur I’IA et le lancement du service d’assistance du réglement sur I’IA clarifient les
regles applicables et soutiennent leur application. Ainsi, le site internet par I’intermédiaire
duquel le service d’assistance du reglement sur I’IA est fourni propose une plateforme
d’information unique* sur toutes les ressources mises a la disposition des parties prenantes
pour leur permettre de se frayer un chemin dans la législation sur I’IA, y compris des lignes
directrices, une liste des autorités nationales et des initiatives de soutien, ainsi que des
webinaires et des normes harmonisées. Ces efforts se poursuivront, et de nouveaux outils
numériques et orientations sont en cours d’élaboration.

COM(2025) 47 final.

COM(2025)165 final.

COM(2025) 723 final.
https://ai-act-service-desk.ec.europa.eu/fr.
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S’appuyant sur I’expérience acquise dans le cadre de la mise en ceuvre des dispositions déja
applicables, la Commission a organisé une série de consultations, y compris une consultation
publique visant a recenser les difficultés potentielles liées a la mise en ceuvre des dispositions
du réglement sur I’IA, un appel a contributions dans le cadre de la préparation du train de
mesures omnibus numérique, un état des lieux permettant aux parties prenantes de partager
directement leurs expériences en matiere de mise en ceuvre et la création d’un panel de PME
afin de recenser les besoins particuliers de celles-ci dans le cadre de la mise en ceuvre du
réglement sur I’TA.

Ces consultations réveélent des difficultés de mise en ceuvre susceptibles de compromettre
I’entrée en application effective de dispositions essentielles du réglement sur I’TA. 11 s’agit
notamment de retards dans la désignation des autorités nationales compétentes et des
organismes d’évaluation de la conformité, ainsi que de 1’absence de normes harmonisées pour
les exigences applicables aux systemes a haut risque, les orientations et les outils de
conformité du réglement sur I’IA. Ces retards risquent d’augmenter considérablement les
colts de mise en conformité pour les entreprises et les pouvoirs publics et de ralentir
I’innovation.

Pour relever ces défis, la Commission propose des mesures de simplification ciblées afin de
garantir une mise en ceuvre rapide, harmonieuse et proportionnée de certaines dispositions du
réglement sur I’TA. Parmi celles-Ci:

o lier le calendrier de mise en ceuvre des régles relatives aux systémes d’IA a haut
risque a la disponibilité de normes ou d’autres outils de soutien;

o étendre aux petites entreprises & moyenne capitalisation les simplifications
réglementaires accordées aux petites et moyennes entreprises (PME), y compris
pour ce qui concerne les exigences simplifiées en matiére de documentation
technique et ’attention particuliere dans I’application des sanctions;

J exiger de la Commission et des Etats membres qu’ils favorisent la maitrise de
P’IA, plutét que d’imposer de vagues obligations aux fournisseurs et aux acteurs qui
déploient des systemes d’IA a cet égard, tout en maintenant des obligations de
formation pour ceux qui déploient des systémes d’IA a haut risque;

o offrir une plus grande souplesse dans la surveillance aprés commercialisation en
supprimant la prescription d’un plan harmonis¢ de surveillance apres
commercialisation;

J réduire la charge liée a I’enregistrement pour les fournisseurs de systemes d’lA
qui sont utilisés dans des domaines a haut risque mais pour lesquels le fournisseur a
conclu qu’ils ne sont pas a haut risque, étant donné qu’ils ne sont utilisés que pour
des taches restreintes ou procedurales;

o centraliser la surveillance d’un grand nombre de systémes d’IA fondés sur des
modeles d’IA a usage général ou intégrés dans de trés grandes plateformes en ligne
et de treés grands moteurs de recherche aupres du Bureau de I’'1A;

o faciliter le respect de la législation en matiére de protection des données en
permettant aux fournisseurs et aux déployeurs de tous les systémes et modeles d’IA
de traiter des catégories particulieres de données a caractere personnel afin d’assurer
la détection et la correction des biais, avec les garanties appropriées;

. une utilisation plus large des bacs a sable réglementaires de I’I A et des essais en
conditions réelles, qui profitera a des secteurs clés en Europe, tels que 1’industrie
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automobile, et la facilitation d’un bac a sable réglementaire de I’TA au niveau de
I’UE que le Bureau de I’'TA mettra en place a partir de 2028;

des modifications ciblées clarifiant ’interaction entre le réglement sur I’'TA et
d’autres actes législatifs de I’UE et adaptant les procédures du réglement sur I’IA
afin d’améliorer sa mise en ceuvre et son fonctionnement globaux.

Au-dela des mesures législatives, la Commission prend des mesures supplémentaires pour
faciliter le respect du reglement sur I’IA et répondre aux préoccupations exprimées par
les parties prenantes. D’autres orientations sont en cours d’élaboration, I’accent étant mis sur
la fourniture d’instructions claires et pratiques pour appliquer le réglement sur I'IA
parallélement a d’autres actes 1égislatifs de I’'UE. Cela comprend notamment:

des lignes directrices sur I’application pratique de la classification a haut risque;

des lignes directrices sur 1’application pratique des exigences de transparence
prévues a I’article 50 du réglement sur I’'1A;

des orientations sur la notification des incidents graves par les fournisseurs de
systémes d’IA a haut risque;

des lignes directrices sur 1’application pratique des exigences relatives aux systemes
d’IA a haut risque;

des lignes directrices sur 1’application pratique des obligations incombant aux
fournisseurs et aux déployeurs de systémes d’IA a haut risque;

des lignes directrices assorties d’'un modele pour I’analyse d’impact sur les droits
fondamentaux;

des lignes directrices sur [’application pratique des regles relatives aux
responsabilités tout au long de la chaine de valeur de I’'TA;

des lignes directrices sur 1’application pratique des dispositions relatives aux
modifications substantielles;

des lignes directrices sur la surveillance aprés commercialisation des systémes d’IA a
haut risque;

des lignes directrices sur les éléments du systéme de gestion de la qualité auxquels
les PME et les petites entreprises a moyenne capitalisation peuvent se conformer de
maniére simplifiée;

des lignes directrices sur I’interaction entre le réglement sur I’IA et d’autres actes
législatifs de 1’Union, par exemple des lignes directrices communes de la
Commission et du comité européen de la protection des données sur I’interaction
entre le réglement sur I’IA et le droit de I’Union en matiére de protection des
données, des lignes directrices sur I’interaction entre le réglement sur I’IA et le
réglement sur la cyberrésilience, et des lignes directrices sur 1’interaction entre le
reglement sur I’IA et le réglement «machinesy;

des lignes directrices sur les compétences et la procédure de désignation des
organismes d’évaluation de la conformité a désigner en vertu du réglement sur I’IA.

Les consultations des parties prenantes ont notamment mis en lumiére la nécessité de fournir
des orientations sur I’application pratique des exemptions en matiere de recherche
prévues a ’article 2, paragraphes 6 et 8, du réglement sur I’IA, y compris sur la maniére dont
elles s’appliquent dans des contextes sectoriels tels que la recherche préclinique et le
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développement de produits dans le domaine des médicaments ou des dispositifs médicaux, sur
lesquels la Commission travaillera en priorité.

Ces efforts de simplification contribueront a faire en sorte que la mise en ceuvre du réglement
sur I’TA soit harmonieuse, prévisible et propice a I’innovation, ce qui permettra a I’Europe de
renforcer sa position en tant que continent de I’TA et de suivre une approche de primauté de
I’TA en toute sécurité.

. Cohérence avec les dispositions existantes dans le domaine d’action

La proposition s’inscrit dans le cadre plus large d’un paquet numérique sur la simplification,
compose de mesures visant a réduire les colts administratifs de mise en conformité pour les
entreprises et les administrations dans I’UE, qui s’applique a plusieurs réglements de 1’acquis
numérique de I’UE sans compromettre les objectifs des régles sous-jacentes. La proposition
s’appuie sur le réglement (UE) 2024/1689 et est alignée sur les politiques existantes visant a
faire de I’UE un acteur mondial de premier plan dans le domaine de I’TA, a faire de I’UE un
continent de I’'[A et a promouvoir 1’adoption d’une [A axée sur ’humain et digne de
confiance.

. Cohérence avec les autres politiques de I’Union

La proposition fait partie d’une série de trains de mesures sur la simplification.

2. BASE JURIDIQUE, SUBSIDIARITE ET PROPORTIONNALITE
. Base juridique

La présente proposition a pour base juridique ’article 114 du traité sur le fonctionnement de
I’Union européenne (TFUE), ce qui correspond aux bases juridiques initiales employées pour
I’adoption des actes juridiques que la proposition vise a modifier.

. Subsidiarité (en cas de compétence non exclusive)
Le reglement (UE) 2024/1689 a été adopté au niveau de I’UE. En conséquence, il convient
d’apporter des modifications a ce reglement au niveau de I’UE.

. Proportionnalité

L’initiative ne va pas au-dela de ce qui est nécessaire pour atteindre les objectifs de
simplification et de réduction des charges sans abaisser le niveau de protection de la santé, de
la sécurité et des droits fondamentaux.

. Choix de ’instrument

La présente proposition modifie le réglement (UE) 2024/1689 adopté selon la procédure
législative ordinaire. Par conséquent, les modifications de ce réglement doivent également
étre adoptées par voie de reglement conformément a la procédure législative ordinaire.

3. RESULTATS DES EVALUATIONS EX POST, DES CONSULTATIONS DES
PARTIES INTERESSEES ET DES ANALYSES D’IMPACT
. Evaluations ex post/bilans de qualité de la Iégislation existante

La proposition est accompagnée d’un document de travail des services de la Commission qui
donne un apercu détaillé de I’incidence des modifications qu’il est proposé d’apporter a
certaines dispositions du reglement (UE) 2024/1689. 1l fournit également une analyse des
effets positifs des mesures proposées. Cette analyse repose sur les données existantes, les
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informations recueillies dans le cadre de consultations et d’un état des lieux, ainsi que sur le
retour d’information écrit des parties prenantes obtenu a la faveur d’un appel a contributions.

. Consultation des parties intéressées

Plusieurs consultations ont été menees dans le cadre de la proposition. Ces consultations
rev€taient un caractére complémentaire, en ce sens qu’elles abordaient des questions
différentes ou s’adressaient a différents groupes de parties prenantes concernés par I’initiative.

Au cours de la phase initiale de délimitation du champ d’application du paquet numérique sur
la simplification, trois consultations publiques et appels a contributions ont été publiés sur les
principaux volets de la proposition au printemps 2025. Une consultation sur la stratégie pour
’application de I’'IA a eu lieu du 9 avril au 4 juin 2025° une autre sur la révision du
réglement sur la cybersécurité s’est tenue du 11 avril au 20 juin 2025° et, enfin, une troisiéme,
portant sur la stratégie européenne pour une union des données, a été organisée du 23 mai au
20 juillet 2025’. Chaque consultation comprenait un questionnaire comportant une section (ou
parfois plusieurs) sur les préoccupations des intéressés en matiére de mise en ceuvre et de
simplification, directement liée aux réflexions sur le paquet numérique sur la simplification.
Au total, 718 réponses ont été recues dans le cadre de ce premier exercice de consultation.

Du 16 septembre au 14 octobre 2025, un appel a contributions relatif au paquet numérique sur
la simplification a été publié®. Son objectif était de couvrir I’ensemble du champ d’application
de I’initiative et de donner aux parties prenantes la possibilité de formuler des observations en
une seule fois sur un ensemble plus ciblé de propositions. Plus de 513 réponses ont été
soumises par un large éventail de parties prenantes.

Afin de sensibiliser les petites et moyennes entreprises (PME) au paquet numérique sur la
simplification et de recueillir leur avis, un panel spécifique de PME a été mis sur pied par
I’intermédiaire du réseau Entreprise Europe (EEN) entre le 4 septembre et le 16 octobre 2025.
L’EEN est le plus grand réseau de soutien aux PME au monde. Il est mis en ceuvre par
I’Agence exécutive pour le Conseil européen de I’innovation et les PME (Eismea) de la
Commission. Les panels de PME sont un moyen de consulter les parties prenantes relevant de
ce cadre. Les PME ont la possibilité de faire connaitre leur point de vue sur les initiatives
politiques a venir. Outre la consultation écrite en ligne (a laquelle 106 réponses de PME ont
été soumises), la Commission a également présenté le paquet numérique sur la simplification
aux associations de PME faisant partie du réseau Entreprise Europe, lors d’une réunion qui
s’est tenue le 1°" octobre 2025.

En 2025, les services de la Commission ont organisé un grand nombre de réunions bilatérales
avec les parties prenantes afin de répondre a des préoccupations spécifiques. Des discussions
ont également eu lieu avec les Etats membres. Outre les échanges bilatéraux, des points
spécifiques de 1’ordre du jour concernant le paquet numérique sur la simplification ont été

5 Commission européenne (2025), Appel a contributions sur la stratégie pour [’application de ['IA.
Disponible a I’adresse suivante: Stratégie pour I’application de I’IA — renforcer le continent de I'TA

6 Commission européenne (2025), Appel a contributions sur la révision du reglement sur la
cybersécurité. Disponible a I’adresse suivante: Le réglement de I’'UE sur la cybersécurité

7 Commission européenne (2025), Appel a contributions sur la stratégie européenne pour une union des
données. Disponible a ’adresse suivante: European Data Union Strategy (en anglais).

8 Commission européenne (2025), Appel a contributions sur le paquet numérique et omnibus. Disponible

a I’adresse suivante: Simplification — paquet numérique et omnibus
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examinés par les groupes de travail du Conseil en juin et septembre 2025. A cette occasion, la
Commission a présenté la situation actuelle et demandé aux Etats membres d’exprimer leur
point de vue.

Dans I’ensemble, les réactions des parties prenantes ont convergé sur la nécessité de
simplifier ’application de certaines régles numériques. L’amélioration de la cohérence et
I’accent mis sur I’optimisation des colts de mise en conformité ont été largement soutenus par
un échantillon représentatif de parties prenantes. Certaines divergences d’opinion ont été
exprimees en ce qui concerne certaines des mesures les plus ciblées. Un apercgu plus détaillé
de ces consultations des parties prenantes et de la maniére dont elles ont été prises en compte
dans la proposition figure dans le document de travail des services de la Commission
accompagnant le paquet numeérique sur la simplification.

. Obtention et utilisation d’expertise

Outre la consultation décrite ci-dessus, la Commission s’est principalement appuyée sur sa
propre analyse interne aux fins de la présente proposition.

. Analyse d’impact

Les modifications avancées dans la proposition sont de nature technique. Elles visent a
garantir une mise en ceuvre plus efficace des régles qui ont déja été convenues au niveau
politique. Il n’existe aucune option stratégique qui pourrait étre testée et comparée de maniere
significative dans un rapport d’analyse d’impact.

Le document de travail des services de la Commission qui accompagne la proposition précise
le raisonnement qui sous-tend les modifications et expose les points de vue des parties
prenantes sur les différentes mesures. Il présente également les économies de coiits et d’autres
types d’incidences que la proposition pourrait entrainer. Dans de nombreux cas, il s’appuie

sur les analyses d’impact qui avaient €té réalisées a 1’origine pour le reglement (UE)
2024/1689.

Le document de travail des services de la Commission sert donc de point de référence pour
informer le Parlement européen et le Conseil du débat sur la proposition, ainsi que le public,
de maniére claire et résolue.

. Réglementation aff(tée et simplification

La proposition vise a réduire sensiblement la charge administrative pesant sur les entreprises,
les administrations nationales et le grand public. Selon les premiéres estimations, des
économies de quelque 297,2 a 433,2 millions d’EUR pourraient étre réalisées. Des avantages
non quantifiables sont également attendus, notamment en raison d’un ensemble rationalisé de
régles qui faciliteront le respect et ’application de celles-Ci.

Les PME bénéficient déja de priviléges réglementaires au titre du réglement (UE) 2024/1689.
Certains de ces priviléges sont étendus aux petites entreprises & moyenne capitalisation. Etant
donné que les PME et les petites entreprises a moyenne capitalisation sont plus touchées par
la charge liée a la mise en conformité, elles devraient tout particuliérement bénéficier de ces
mesures de simplification.

La proposition est cohérente avec le «bilan de qualité numérique du corpus réglementaire
numérique» de la Commission, qui vise a garantir que les propositions d’action soient
correctement alignées sur les environnements numeriques réels (voir chapitre 4 sur la fiche
financiére et numérique législative).
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. Droits fondamentaux

Le reglement (UE) 2024/1689 devrait favoriser la protection d’un certain nombre de libertés
et de droits fondamentaux énoncés dans la charte des droits fondamentaux de I’'UE® et avoir
une incidence positive sur les droits d’un certain nombre de groupes spéciaux'®. Dans le
méme temps, le réglement (UE) 2024/1689 impose certaines restrictions sur certains droits et
libertés!?, qui sont proportionnées et limitées au minimum nécessaire. La proposition ne
devrait pas modifier I’effet du réglement (UE) 2024/1689 sur les droits fondamentaux, étant
donné que le caractere ciblé des modifications envisagées n’a pas d’incidence sur le champ
d’application des systémes d’IA réglementés ni sur les exigences de fond applicables a ces
systemes.

4. INCIDENCE BUDGETAIRE

La proposition modifie le systéme de surveillance et de contrdle de 1’application du réglement
(UE) 2024/1689. A ce titre, la surveillance de certains systémes d’IA sera transférée au
Bureau de I’'TA de la Commission. En outre, afin de faciliter le respect des régles par les
opérateurs, le Bureau de I’'TA devrait mettre en place un bac a sable réglementaire de I’[A au
niveau de I’'UE. Pour mettre en ceuvre ces nouvelles taches, la Commission aura besoin des
ressources appropriées, qui sont estimées a 53 ETP, dont 15 ETP peuvent étre couverts par un
redéploiement interne. Ces implications doivent étre examinées dans le contexte de la
réduction des incidences budgétaires pour les Etats membres, qui ne sont plus tenus d’assurer
la surveillance de ces systémes d’IA. Un apercu détaillé des colts liés a ce transfert de
compétences est fourni dans la «fiche financiere et numérique législative» accompagnant la
présente proposition.

5. AUTRES ELEMENTS
. Plans de mise en ceuvre et modalités de suivi, d’évaluation et d’information

La Commission surveille la mise en ceuvre, I’application et le respect des nouvelles
dispositions. En outre, le réglement modifié par la présente proposition fait 1’objet d’une
évaluation réguliere en ce qui concerne son efficience, son efficacité dans la réalisation de ses
objectifs, sa pertinence, sa cohérence et sa valeur ajoutée, conformément aux principes de
I’UE pour une meilleure réglementation. La présente proposition ne requiert pas de plan de
mise en ceuvre.

9 En particulier: le droit a la dignité humaine (article 1°"), le respect de la vie privée et la protection des
données & caractére personnel (articles 7 et 8), la non-discrimination (article 21) et 1’égalité entre
hommes et femmes (article 23), la liberté d’expression (article 11) et la liberté de réunion (article 12), le
droit & un recours effectif et a accéder a un tribunal impartial, les droits de la défense et la présomption
d’innocence (articles 47 et 48), le droit a un niveau élevé de protection de 1’environnement et
I’amélioration de la qualité de I’environnement (article 37).

10 En particulier: les droits des travailleurs a des conditions de travail justes et équitables (article 31), un
niveau élevé de protection des consommateurs (article 28), les droits de I’enfant (article 24) et
I’intégration des personnes handicapées (article 26).

1 En particulier: la liberté d’entreprise (article 16) et la liberté des arts et des sciences (article 13).
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Documents explicatifs (pour les directives)

Sans objet.

Explication détaillée de certaines dispositions de la proposition

L’article 1°" modifie le réglement (UE) 2024/1689 (ci-aprés le «réglement sur I’'TA»). En
particulier:

Le paragraphe 1 ajoute une référence aux petites entreprises a moyenne capitalisation
dans I’objet du réglement sur I’TA.

Le paragraphe 2 est une modification technique nécessaire pour permettre d’étendre
les essais en conditions réelles aux systémes d’IA a haut risque intégrés dans des
produits couverts par I’annexe I, section B, du réglement sur I’IA.

Le paragraphe 3 ajoute les définitions juridiques des termes «PME» et «petite
entreprise & moyenne capitalisation» aux définitions figurant a I’article 3 du
reglement sur I’TA.

Le paragraphe 4 transforme 1’obligation pour les fournisseurs et les déployeurs de
systtmes d’IA en ce qui concerne la maitrise de I’[A prévue a I’article 4 du
réglement sur I’TA en une obligation pour la Commission et les Etats membres de
favoriser la maitrise de I’IA.

Le paragraphe5 introduit un nouvel article 4 bis, remplagant 1’article 10,
paragraphe 5, du réglement sur I’IA, qui fournit une base juridique permettant aux
fournisseurs et aux déployeurs de systémes d’IA et de modeles d’IA de traiter
exceptionnellement des catégories particuliéres de données a caractére personnel aux
fins de la détection et de la correction des biais sous certaines conditions.

Les paragraphes 6, 14 et 32 font référence a la suppression de 1’obligation pour les
fournisseurs d’enregistrer les systémes d’IA dans la base de données de I’UE pour les
systemes a haut risque au titre de 1’annexe III lorsqu’ils ne sont pas considérés
comme systémes a haut risque au titre de 1’article 6, paragraphe 3, du réglement sur
I’TA, parce qu’ils ne sont par exemple utilisés que pour des taches préparatoires.

Le paragraphe 7 contient des modifications de suivi rédactionnel des modifications
apportées par le paragraphe 4.

Les paragraphes 8 et 9 étendent aux petites entreprises a moyenne capitalisation les
priviléges réglementaires existants du réglement sur I’IA pour les PME en ce qui
concerne la documentation technique et la mise en place d’un systeme de gestion de
la qualité qui tient compte de leur taille.

Le paragraphe 10 introduit une nouvelle procédure a I’article 28 du reglement sur
I'IA, en vertu de laquelle les Etats membres sont tenus de veiller & ce qu’un
organisme d’évaluation de la conformité qui demande une désignation & la fois au
titre du présent reglement et de la législation d’harmonisation de I’Union énumérée a
I’annexe |, section A, du réglement sur I’'TA ait la possibilité de présenter une
demande unique et de se soumettre a une procédure d’évaluation unique en vue de sa
désignation.

Le paragraphe 11 propose de remplacer le paragraphe 4 de I’article 29 du réglement
sur I’IA, qui impose aux organismes d’évaluation de la conformité de présenter une
demande unique dans les cas auxquels il est fait référence dans ce paragraphe.
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Le paragraphe 12 modifie I’article 30 du réglement sur I'IA en exigeant des
organismes d’évaluation de la conformité qui demandent a étre désignés comme
organismes notifiés qu’ils présentent cette demande conformément aux codes,
catégories et types correspondants de systemes d’IA visés dans une nouvelle
annexe XIV pour le syst¢tme d’information NANDO (New Approach Notified and
Designated Organisations) de la Commission, et habilite la Commission & modifier
ces codes, catégories et types correspondants a la lumiére des évolutions
technologiques.

Le paragraphe 13 clarifie la procédure d’évaluation de la conformité prévue a
I’article 43 du reéglement sur I’IA lorsqu’un systéme d’IA a haut risque est couvert
par la 1égislation d’harmonisation de 1’Union énumérée a 1’annexe |, section A, du
réglement sur I’[A et lorsqu’un systeme d’IA est classé comme étant a haut risque a
la fois en vertu de 1’annexe I et de I’annexe III du réglement sur I’TA.

Les paragraphes 15 et 16 suppriment les habilitations de la Commission, prévues aux
articles 50 et 56 du réglement sur I’'TA, a adopter des actes d’exécution afin de
donner aux codes de bonnes pratiques pour les modeles d’TA a usage général et aux
obligations de transparence pour certains systémes d’IA une validité générale dans
I’Union.

Le paragraphe 17 apporte des modifications aux regles relatives aux bacs a sable
réglementaires de I’IA énoncées a I’article 57 du réglement sur I’IA, notamment en
fournissant au Bureau de I’'IA la base juridique lui permettant d’introduire un bac a
sable réglementaire au niveau de ’'UE pour certains systemes d’IA relevant de sa
compétence exclusive de surveillance et d’exiger des FEtats membres qu’ils
renforcent la coopération transfrontiére de leurs bacs a sable.

Le paragraphe 18 précise I’habilitation de la Commission a adopter des actes
d’exécution précisant les modalités détaillées de mise en place, de développement, de
mise en ceuvre, d’exploitation et de surveillance des bacs a sable réglementaires de
I'IA.

Le paragraphe 19 apporte des modifications aux essais de systémes d’IA a haut
risque en conditions réelles en dehors des bacs a sable réglementaires de I’IA régis
par I’article 60 du réglement sur I’IA, notamment en étendant cette possibilité aux
systémes d’IA a haut risque couverts par I’annexe I, section A.

Le paragraphe 20 crée une base juridique supplémentaire permettant aux Etats
membres intéresses et a la Commission, sur une base volontaire, de conclure des
accords écrits pour tester les systétmes d’IA a haut risque visés a I’annexe I,
section B, en conditions réelles.

Le paragraphe 21 étend aux PME la dérogation accordée aux microentreprises leur
permettant de se conformer de maniere simplifiée a certains éléments du systeme de
gestion de la qualité requis par I’article 17 du réglement sur I’TA.

Le paragraphe 22 supprime une habilitation conférée a la Commission a I’article 69
du reglement sur I’IA lui permettant d’adopter un acte d’exécution en ce qui
concerne le remboursement des experts du groupe scientifique lorsque les Etats
membres le demandent, afin de simplifier la procédure.

Le paragraphe 23 étend aux petites entreprises a moyenne capitalisation les
orientations que les autorités nationales peuvent fournir aux PME.
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Le paragraphe 24 remplace le pouvoir conféré a la Commission a I’article 72 du
reglement sur I’[A d’adopter un acte d’exécution en ce qui concerne le plan de
surveillance apres commercialisation.

Le paragraphe 25 apporte des modifications a la surveillance et au controle de
I’application de certains systemes d’IA a I’article 75 du réglement sur I’IA:

o le point a) modifie le titre;

J le pointb) renforce la compétence du Bureau de I'A en matiére de
surveillance et de contréle de 1’application de certains systémes d’IA fondés
sur un modele d’IA a usage général lorsque le modéle et le systéme sont
fournis par le méme prestataire. Dans le méme temps, la disposition précise
que les systemes d’IA liés a des produits couverts par 1’annexe | ne sont pas
inclus dans cette surveillance. En outre, il est précisé que la surveillance et le
contrble de la conformité des systémes d’IA intégrés dans de trés grandes
plateformes en ligne ou de trés grands moteurs de recherche en ligne désignés
devraient relever de la compétence du Bureau de I'TA;

o le point c) introduit plusieurs nouveaux paragraphes, habilitant la Commission
a adopter des actes d’exécution pour définir les pouvoirs d’exécution et les
procédures d’exercice de ces pouvoirs du Bureau de I’IA. Il introduit ainsi une
référence au réglement (UE) 2019/1020 assurant que certaines garanties
procédurales s’appliquent aux fournisseurs couverts et habilitant la
Commission a procéder a des évaluations de la conformité des systemes d’IA
relevant du champ d’application de I’article 75.

Le paragraphe 26 modifie I’article 77 du réglement sur I’IA en ce qui concerne les
pouvoirs des autorités ou organismes protégeant les droits fondamentaux et la
coopération avec les autorités de surveillance du marché.

Les paragraphes 27 et 28 étendent aux petites entreprises a moyenne capitalisation
les dispositions des articles 95 et 96 qui exigent que les outils de soutien volontaire
tiennent compte des besoins des PME.

Le paragraphe 29 étend aux petites entreprises a moyenne capitalisation les
priviléges réglementaires existants prévus a 1’article 99 du réglement sur I’TA en ce
qui concerne les sanctions applicables aux PME.

Le paragraphe 30 contient des modifications de I’article 111 du réglement sur I'TA
qui résultent des modifications apportées au paragraphe 30 et introduit une période
transitoire de six mois pour les fournisseurs qui doivent inclure rétroactivement des
solutions techniques dans leurs systemes d’[A générative, afin de les rendre lisibles
par machine et détectables comme étant générés ou manipulés artificiellement.

Le paragraphe 31 apporte des modifications a 1’entrée en application de certaines
dispositions du réglement sur I’'TA comme suit.

. En ce qui concerne les obligations relatives aux systemes d’IA a haut risque
énoncées au chapitre III, un mécanisme est introduit en vue de lier I’entrée en
application a la disponibilit¢ de mesures a I’appui du respect des regles
relatives aux systeémes d’IA a haut risque du réglement sur I’IA, telles que des
normes harmonisées, des spécifications communes et des lignes directrices de
la Commission. Cette disponibilité sera confirmée par la Commission par voie
de décision, a la suite de laquelle les régles applicables aux systemes d’IA a

10

FR



FR

haut risque commenceront a s’appliquer aprés une période de transition
appropriée. Toutefois, cette flexibilité ne devrait s’appliquer que pendant une
période limitée, et une date précise a laquelle les régles s’appliquent en tout
état de cause devrait étre fixée. En outre, il convient de faire la distinction entre
les deux types de systemes d’IA qui sont classés comme étant a haut risque et
de prévoir une période de transition plus longue pour les systémes d’IA classés
comme étant a haut risque conformément a I’article 6, paragraphe 1, et a
I’annexe I du reglement sur I’'[A.

o Il est précisé que les modifications nécessaires pour intégrer les exigences
relatives aux systemes d’IA a haut risque dans la législation sectorielle
énumérées a 1’annexe |, section B, s’appliquent au moment de I’entrée en
vigueur du reglement omnibus numérique.

o Le paragraphe 33 est lié a la modification apportée au paragraphe 11 et introduit une
nouvelle annexe X1V définissant les codes, les catégories et les types correspondants
de systémes d’IA visés dans une nouvelle annexe XIV pour le systéme d’information
NANDO (New Approach Notified and Designated Organisations) de la Commission.

L’article 2 apporte des modifications en ce qui concerne le reglement (UE) 2018/1139, afin de
permettre une intégration harmonieuse des exigences applicables aux systémes d’IA a haut
risque du réglement sur I’TA dans ledit réglement.

L’article 3 prévoit la régle de I’entrée en vigueur et le caractére contraignant de ce réglement.

11
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2025/0359 (COD)
Proposition de
REGLEMENT DU PARLEMENT EUROPEEN ET DU CONSEIL

modifiant les réglements (UE) 2024/1689 et (UE) 2018/1139 en ce qui concerne la
simplification de la mise en ceuvre des régles harmonisées concernant I’intelligence
artificielle (train de mesures omnibus numérique sur I’ A)

(Texte présentant de 1’intérét pour I’EEE)

LE PARLEMENT EUROPEEN ET LE CONSEIL DE L’UNION EUROPEENNE,

vu le traité sur le fonctionnement de 1’Union européenne, et notamment son article 114,

vu

la proposition de la Commission européenne,

apres transmission du projet d’acte 1égislatif aux parlements nationaux,

vu l’avis du Comité économique et social européen?,

vu ’avis du Comité des régions®,

2

statuant conformément a la procédure législative ordinaire,

considérant ce qui suit:

(1)

()

Le réglement (UE) 2024/1689 du Parlement européen et du Conseil® établit des régles
harmonisées concernant I’intelligence artificielle (IA) et vise a améliorer le
fonctionnement du marché intérieur, a promouvoir 1’adoption de I'TA axée sur
I’humain et digne de confiance tout en garantissant un niveau ¢élevé de protection de la
santé, de la sécurité et des droits fondamentaux, et a soutenir I’innovation. Le
reglement (UE) 2024/1689 est entré en vigueur le 1°" aolt 2024. Ses dispositions
entrent en application de maniére échelonnée, étant entendu que toutes les régles

seront en application au plus tard le 2 ao(t 2027.

L’expérience acquise dans la mise en ceuvre des parties du reglement (UE) 2024/1689
qui sont déja entrées en application peut éclairer la mise en ceuvre des parties qui
doivent encore entrer en vigueur. Dans ce contexte, le retard pris dans I’élaboration
des normes, qui devraient fournir des solutions techniques aux fournisseurs de
systtmes d’IA a haut risque afin de garantir le respect des obligations qui leur

JOC,,p..
JOC,,p..

Réglement (UE) 2024/1689 du Parlement européen et du Conseil du 13 juin 2024 établissant des régles
harmonisées concernant 1’intelligence artificielle et modifiant les réglements (CE) n° 300/2008, (UE)
n®167/2013, (UE) n° 168/2013, (UE) 2018/858, (UE) 2018/1139 et (UE) 2019/2144 et les directives
2014/90/UE, (UE) 2016/797 et (UE) 2020/1828 (réglement sur I’intelligence artificielle) (JO L,

2024/1689, 12.7.2024, ELI: http://data.europa.eu/eli/reg/2024/1689/0j).
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(3)

(4)

(5)

incombent en vertu dudit réglement, de méme que le retard pris dans la mise en place
des cadres de gouvernance et d’évaluation de la conformité au niveau national
entrainent une charge de mise en conformité plus lourde que prévu. En outre, les
consultations des parties prenantes ont révélé la nécessité d’adopter des mesures
supplémentaires en vue de faciliter et de clarifier la mise en ceuvre et le respect des
dispositions, sans réduire le niveau de protection de la santé, de la sécurité et des droits
fondamentaux contre les risques liés a I'A que les regles du reglement (UE)
2024/1689 visent a atteindre.

Par consequent, des modifications ciblées du reglement (UE) 2024/1689 sont
nécessaires pour remédier a certains problémes de mise en ceuvre, en vue de
I’application effective des régles pertinentes.

Les entreprises qui sortent du cadre de la définition des petites et moyennes entreprises
(PME), a savoir les «petites entreprises & moyenne capitalisation», jouent un réle
essentiel dans 1’économie de 1’Union. Par rapport aux PME, les petites entreprises a
moyenne capitalisation ont tendance a faire preuve d’un rythme de croissance plus
soutenu et d’une plus forte intensité d’innovation et de numérisation. Néanmoins, elles
sont confrontées a des difficultés similaires a celles des PME en ce qui concerne la
charge administrative, ce qui entraine un besoin de proportionnalité dans la mise en
ceuvre du réglement (UE) 2024/1689 et de soutien ciblé. Afin de permettre une
transition harmonieuse des entreprises du statut de PME a celui de petites entreprises a
moyenne capitalisation, il est important de remédier de maniere cohérente a 1’effet que
la réglementation peut avoir sur leur activité une fois que ces entreprises ont dépassé le
segment des PME et sont confrontées a des regles qui s’appliquent aux grandes
entreprises. Le réglement (UE) 2024/1689 préevoit plusieurs mesures pour les petits
fournisseurs, qui devraient étre étendues aux petites entreprises a moyenne
capitalisation. Afin de clarifier le traitement des PME et des petites entreprises a
moyenne capitalisation dans le réglement (UE) 2024/1689, il est nécessaire
d’introduire une définition des termes «PME» et «petites entreprises a moyenne
capitalisation». Celle-ci devrait correspondre a la définition figurant a I’annexe de la
recommandation 2003/361/CE* de la Commission et a I’annexe de la recommandation
2025/3500/CE® de la Commission.

L’article 4 du réglement (UE) 2024/1689 impose actuellement a tous les fournisseurs
et déployeurs de systetmes d’IA 1’obligation de garantir la maitrise de I’'IA par leur
personnel. Le développement de la maitrise de I’'TA des I’éducation et la formation,
puis dans le cadre de 1’apprentissage tout au long de la vie, est essentiel pour doter les
fournisseurs, les déployeurs et les autres personnes concernées des notions nécessaires
pour prendre des décisions éclairées en ce qui concerne le déploiement des systémes
d’TA. Toutefois, I’expérience partagée par les parties prenantes révele qu’une solution
universelle n’est pas adaptée a tous les types de fournisseurs et de déployeurs

Recommandation de la Commission du 6 mai 2003 concernant la définition des micro, petites et
moyennes entreprises (JO L 124 du 20.5.2003, p. 36, ELLI: http://data.europa.eu/eli/reco/2003/361/0j).
Recommandation (UE) 2025/1099 de la Commission du 21 mai 2025concernant la définition des petites
entreprises a moyenne capitalisation (JO L, 2025/1099, 28.5.2025, ELLI:
http://data.europa.eu/eli/reco/2025/1099/0j).
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(6)

s’agissant de la promotion de la maitrise de I’lA, ce qui rend une telle obligation
horizontale inefficace pour atteindre 1’objectif poursuivi par cette disposition. En
outre, les données indiquent que I’imposition d’une telle obligation crée une charge de
mise en conformité supplémentaire, en particulier pour les petites entreprises, alors
que la maitrise de I’TA devrait étre une priorité stratégique, indépendamment des
obligations réglementaires et des sanctions potentielles. A la lumiére de ce qui
précede, il convient de modifier 1’article 4 du réglement (UE) 2024/1689 afin d’exiger
des Etats membres et de la Commission, sans préjudice de leurs compétences
respectives, qu’ils encouragent, individuellement, collectivement et en coopération
avec les parties prenantes concernées, les fournisseurs et les déployeurs a fournir un
niveau suffisant de maitrise de I’IA a leur personnel et aux autres personnes chargées
de I’exploitation et de I'utilisation des systemes d’IA en leur nom, notamment en leur
offrant des possibilités de formation, en leur fournissant des ressources d’information
et en permettant [’échange de bonnes pratiques et d’autres initiatives non
juridiquement contraignantes. Le Comité européen de I’intelligence artificielle (ci-
aprés le «Comité») assurera des échanges récurrents entre la Commission et les Etats
membres sur ce sujet, tandis que 1’Alliance pour I’application de I’[A permettra des
discussions avec la communauté au sens large. La présente modification est sans
préjudice des mesures plus larges prises par la Commission et les Etats membres pour
promouvoir 1’habileté et les compétences en IA dans 1’ensemble de la population, y
compris chez les apprenants, les étudiants et les citoyens a différents ages, et
notamment par I’intermédiaire des systeémes d’éducation et de formation.

La détection et la correction des biais constituent un intérét public important car ils
protégent les personnes physiques contre les effets néfastes des biais, y compris la
discrimination. Une discrimination pourrait résulter des biais dans les modéles d’IA et
les systémes d’IA autres que les systémes d’IA a haut risque pour lesquels le
reglement (UE) 2024/1689 prévoit déja une base juridique autorisant le traitement de
catégories particulicres de données a caractére personnel au titre de [D’article 9,
paragraphe 2, point g), du réglement (UE) 2016/679 du Parlement européen et du
Conseil®. Etant donné qu’une telle discrimination pourrait également résulter de ces
autres systemes et modeles d’IA, il convient donc que le réglement (UE) 2024/1689
prévoie une base juridique pour le traitement de catégories particulieres de données a
caractere personnel également par les fournisseurs et les déployeurs d’autres systemes
et modeles d’TA ainsi que par les déployeurs de systemes d’IA a haut risque. La base
juridique est établie conformément a ’article 9, paragraphe 2, point g), du réglement
(UE) 2016/679 et a I’article 10, paragraphe 2, point g), du reglement (UE) 2018/1725
du Parlement européen et du Conseil’, et Iarticle 10, point a), de la directive (UE)

Réglement (UE) 2016/679 du Parlement européen et du Conseil du 27 avril 2016 relatif & la protection
des personnes physiques a 1I’égard du traitement des données a caractére personnel et a la libre
circulation de ces données, et abrogeant la directive 95/46/CE (réglement général sur la protection des
données) (JO L 119 du 4.5.2016, p. 1, ELI: http://data.europa.eu/eli/reg/2016/679/0j).

Réeglement (UE) 2018/1725 du Parlement européen et du Conseil du 23 octobre 2018 relatif & la
protection des personnes physiques a 1’égard du traitement des données a caractére personnel par les
institutions, organes et organismes de I’Union et a la libre circulation de ces données, et abrogeant le
reglement (CE) n°45/2001 et la décision n°1247/2002/CE (JO L 295 du 21.11.2018, p. 39, ELI:
http://data.europa.eu/eli/reg/2018/1725/0j).
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(")

(8)

2016/680 du Parlement européen et du Conseil® fournit une base juridique permettant,
lorsque cela est nécessaire pour detecter et eliminer les biais, le traitement de
catégories particulieres de données a caractere personnel par les fournisseurs et les
déployeurs de tous les systeémes et modeles d’TA, sous réserve de garanties appropriees
qui complétent le reglement (UE) 2016/679, le reglement (UE) 2018/1725 et la
directive (UE) 2016/680, selon le cas.

Afin de garantir la cohérence, d’éviter les doubles emplois et de réduire au minimum
les charges administratives liées a la procédure de désignation des organismes notifiés
au titre du réglement (UE) 2024/1689, tout en maintenant le méme niveau d’examen,
une demande unique et une procédure d’évaluation unique devraient étre disponibles
pour les nouveaux organismes d’évaluation de la conformité et organismes notifiés qui
sont désignés en vertu de la législation d’harmonisation de 1’Union énumérée a
I’annexe |, section A, du reéglement (UE) 2024/1689, par exemple en vertu des
réglements (UE) 2017/745° et (UE) 2017/746%° du Parlement européen et du Conseil,
lorsqu’une telle procédure est établie en vertu de cette 1égislation d’harmonisation de
I’Union. La procédure unique de demande et d’évaluation vise a faciliter, soutenir et
accelérer la procédure de désignation au titre du reglement (UE) 2024/1689, tout en
garantissant le respect des exigences applicables aux organismes notifiés en vertu
dudit réglement et de la législation d’harmonisation de I’Union énumérée a I’annexe |,
section A, dudit réglement.

Afin d’assurer la bonne application et la cohérence du reglement (UE) 2024/1689, il
convient d’y apporter des modifications. Il convient d’ajouter une correction technique
a larticle 43, paragraphe 3, premier alinéa, du reglement (UE) 2024/1689 afin
d’aligner les exigences en matic¢re d’évaluation de la conformité sur les exigences des
fournisseurs de systémes d’IA a haut risque énoncées a I’article 16 dudit reglement. En
outre, il convient de préciser que, lorsqu’un fournisseur d’un systeme d’IA a haut
risque est soumis a la procédure d’évaluation de la conformité au titre de la Iégislation
d’harmonisation de 1’Union énumérée a I’annexe |, section A, du réglement (UE)
2024/1689, et que I’évaluation de la conformité s’étend a la conformité du systeéme de
gestion de la qualité dudit réglement et de ladite législation d’harmonisation de
I’Union, le fournisseur devrait pouvoir inclure les aspects liés aux systémes de gestion
de la qualité au titre dudit reglement dans le cadre des systemes de gestion de la
qualité au titre de cette législation d’harmonisation de 1’Union, conformément a

10

Directive (UE) 2016/680 du Parlement européen et du Conseil du 27 avril 2016 relative a la protection
des personnes physiques a 1’égard du traitement des données a caractére personnel par les autorités
compétentes a des fins de prévention et de détection des infractions pénales, d’enquétes et de poursuites
en la mati¢re ou d’exécution de sanctions pénales, et a la libre circulation de ces données, et abrogeant
la décision-cadre 2008/977/JAl du Conseil, JO L 119 du 4.5.2016, p.89, ELI:
http://data.europa.eu/eli/dir/2016/680/0j.

Réglement (UE) 2017/745 du Parlement européen et du Conseil du 5 avril 2017 relatif aux dispositifs
médicaux, modifiant la directive 2001/83/CE, le réglement (CE) no 178/2002 et le réglement (CE)
no 1223/2009 et abrogeant les directives du Conseil 90/385/CEE et 93/42/CEE (JO L 117 du 5.5.2017,
p. 1, ELI: http://data.europa.eu/eli/reg/2017/745/0j).

Reglement (UE) 2017/746 du Parlement européen et du Conseil du 5 avril 2017 relatif aux dispositifs
médicaux de diagnostic in vitro et abrogeant la directive 98/79/CE et la décision 2010/227/UE de la
Commission (JO L 117 du 5.5.2017, p. 176; ELLI: http://data.europa.eu/eli/reg/2017/746/0j).
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9)

(10)

(11)

I’article 17, paragraphe 3, du réglement (UE) 2024/1689. L’article 43, paragraphe 3,
deuxieme alinéa, devrait étre modifié afin de préciser que les organismes notifiés au
titre de la Iégislation d’harmonisation de 1’Union énumérée a I’annexe I, section A, du
réglement (UE) 2024/1689 qui entendent évaluer les systémes d’IA a haut risque
couverts par la législation d’harmonisation de 1’Union énumérée a 1’annexe |,
section A, dudit reglement devraient demander leur désignation en tant qu’organismes
notifiés au titre dudit reglement dans un délai de 18 mois a compter du [date d’entrée
en application du présent reéglement]. Cette modification est sans préjudice de
I’article 28 du reglement (UE) 2024/1689. En outre, le reglement (UE) 2024/1689
devrait étre modifi¢ afin de préciser que lorsqu’un systéme d’IA a haut risque est
couvert par la législation d’harmonisation de I’Union énumérée a 1’annexe |,
section A, du réglement (UE) 2024/1689 et, parallelement, reléve de 1'un des cas
d’utilisation énumérés a 1’annexe 1l dudit réglement, le fournisseur devrait suivre la
procédure d’évaluation de la conformité pertinente requise par cette législation
d’harmonisation applicable.

Afin de rationaliser la conformité et de réduire les codts associés, les fournisseurs de
systémes d’IA ne devraient pas étre tenus d’enregistrer les systemes d’IA visés a
I’article 6, paragraphe 3, du reglement (UE) 2024/1689 dans la base de données de
I’UE conformément a I’article 49, paragraphe 2, dudit réglement. Etant donné que ces
systemes ne sont pas considérés comme a haut risque dans certaines conditions dés
lors qu’ils ne présentent pas de risque important de préjudice pour la santé, la sécurité
ou les droits fondamentaux des personnes, 1’imposition d’exigences d’enregistrement
constituerait une charge disproportionnée en matiere de mise en conformite.
Néanmoins, un fournisseur qui considére qu’un systéme d’IA reléve de I’article 6,
paragraphe 3, reste tenu de documenter son évaluation avant que ce systeme ne soit
mis sur le marché ou mis en service. Cette évaluation peut étre demandée par les
autorités nationales compétentes.

Il convient de modifier les articles 57, 58 et 60 du réglement (UE) 2024/1689 afin de
renforcer la coopération au niveau de I’Union en ce qui concerne les bacs a sable
réglementaires de 1’A, de favoriser la clarté et la cohérence de la gouvernance des
bacs a sable réglementaires de I’IA et d’étendre le champ d’application des tests en
conditions réelles en dehors des bacs a sable réglementaires de I’TA aux systémes d’TA
a haut risque couverts par la législation d’harmonisation de I’Union énumérée a
I’annexe | dudit reglement. En particulier, afin de permettre une simplification des
procédures, le cas échéant, dans les projets supervisés dans les bacs a sable
réglementaires de I’TA qui comprennent également des essais en conditions réelles, le
plan d’essais en conditions réelles devrait étre intégré dans le plan de bac a sable
approuve par les fournisseurs ou fournisseurs potentiels et 1’autorité compétente dans
un document unique. En outre, il convient de prévoir la possibilité pour le Bureau de
I’TA de mettre en place un bac a sable réglementaire de I’[A au niveau de I’Union pour
les systéemes d’IA qui relévent de I’article 75, paragraphe 1, du reglement (UE)
2024/1689. En tirant parti de ces infrastructures et en facilitant la collaboration
transfrontiére, la coordination serait mieux rationalisée et les ressources utilisées de
maniére optimale.

Afin de favoriser I’innovation, il convient également d’étendre le champ d’application
des essais en conditions réelles en dehors des bacs a sable réglementaires de I’TA visés
a I’article 60 du reglement (UE) 2024/1689, actuellement applicables aux systéemes
d’TA a haut risque énumérés a 1’annexe Il dudit reglement, et de permettre aux
fournisseurs et fournisseurs potentiels de systemes d’IA a haut risque couverts par la
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législation d’harmonisation de 1’Union énumérés a 1’annexe | dudit reglement de tester
également ces systemes en conditions réelles. Ceci est sans préjudice du droit de
I’Union ou du droit national relatif aux essais en conditions réelles de systémes d’IA a
haut risque liés aux produits qui relévent de la législation d’harmonisation de 1’Union.
Pour faire face a la situation spécifique des systémes d’IA a haut risque couverts par la
législation d’harmonisation de 1’Union énumérée a 1’annexe |, section B, dudit
réglement, il est nécessaire d’autoriser la conclusion d’accords volontaires entre la
Commission et les Etats membres afin de permettre la mise & ’essai de ces systémes
d’TA a haut risque en conditions réelles.

L’article 63 du réglement (UE) 2024/1689 offre aux microentreprises qui fournissent
des systemes d’IA a haut risque la possibilité de bénéficier d’une maniere simplifiée
de se conformer a I’obligation d’établir un systéme de gestion de la qualité. Afin de
faciliter le respect des régles par un plus grand nombre d’innovateurs, cette possibilité
devrait étre étendue a toutes les PME, y compris les jeunes pousses.

Il convient de modifier I’article 69 du réglement (UE) 2024/1689 afin de simplifier le
baréme du groupe scientifique. Si les Etats membres font appel a Iexpertise du
groupe, les honoraires qu’ils peuvent étre tenus de verser aux experts devraient étre
équivalents a la rémunération que la Commission est tenue de verser dans des
circonstances similaires. En outre, afin de réduire la complexité des procédures, les
Etats membres devraient pouvoir consulter directement les experts du groupe
scientifique, sans intervention de la Commission.

Afin de renforcer le systtme de gouvernance des systémes d’IA fondés sur des
modeles d’IA a usage général, il est nécessaire de clarifier le réle du Bureau de I'IA
dans le suivi et la supervision de la conformité de ces systemes d’IA avec le réglement
(UE) 2024/1689, tout en excluant les systemes d’IA liés a des produits couverts par la
législation d’harmonisation de 1’Union énumérés a I’annexe | dudit reglement. Si les
autorités sectorielles restent responsables de la surveillance des systémes d’IA liés aux
produits couverts par cette législation d’harmonisation de 1’Union, 1’article 75,
paragraphe 1, du reglement (UE) 2024/1689 devrait étre modifié afin d’inclure tous les
systémes d’TA fondés sur des modeles d’TA a usage général développes par le méme
fournisseur dans le champ d’application de la surveillance du Bureau de I’'IA. Cela ne
comprend pas les systemes d’IA mis sur le marché, mis en service ou utilisés par les
institutions, organes ou organismes de 1’Union, qui sont placés sous le contrdle du
Controleur européen de la protection des données conformément a [Darticle 74,
paragraphe 9, du réglement (UE) 2024/1689. Afin d’assurer une surveillance efficace
de ces systétmes d’IA conformément aux tiches et responsabilités confiées aux
autorités de surveillance du marché en vertu du reglement (UE) 2024/1689, le Bureau
de I'IA devrait étre habilit¢ a prendre les mesures et décisions appropriées pour
exercer de maniére adéquate les pouvoirs qui lui sont conférés par ladite section et par
le réglement (UE) 2019/1020 du Parlement européen et du Conseil*!. L’article 14 du

11

Reglement (UE) 2019/1020 du Parlement européen et du Conseil du 20 juin 2019 sur la surveillance du
marché et la conformité des produits, et modifiant la directive 2004/42/CE et les réglements (CE)
n®765/2008 et  (UE) n®305/2011  (JO L169  du 25.6.2019, p. 1, ELI:
http://data.europa.eu/eli/reg/2019/1020/0j).
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réglement (UE) 2019/1020 devrait s’appliquer mutatis mutandis. En outre, afin de
garantir une application effective, les autorités participant a I’application du réglement
(UE) 2024/1689 devraient coopérer activement dans l’exercice de ces pouvoirs, en
particulier lorsque des mesures d’exécution doivent étre prises sur le territoire d’un
Etat membre.

Compte tenu du systéme de surveillance et d’exécution existant en vertu du réglement
(UE) 2022/2065 du Parlement européen et du Conseil*?, il convient d’accorder a la
Commission les pouvoirs d’une autorité¢ de surveillance du marché compétente en
vertu du réglement (UE) 2024/1689 lorsqu’un systéeme d’IA peut étre considéré
comme une tres grande plateforme en ligne ou un trés grand moteur de recherche en
ligne au sens du reéglement (UE) 2022/2065, ou lorsqu’il est intégré dans une telle
plateforme ou un tel moteur de recherche. Cela devrait contribuer a garantir que
I’exercice des pouvoirs de surveillance et d’exécution de la Commission au titre du
reglement (UE) 2024/1689 et du reglement (UE) 2022/2065, ainsi que de ceux
applicables aux modeles d’IA a usage général intégrés dans ces plateformes ou
moteurs de recherche, est effectué de maniere cohérente. Dans le cas des systemes
d’TA intégrés dans une trés grande plateforme en ligne ou un trés grand moteur de
recherche ou pouvant étre qualifiés de tels systémes, le premier point d’entrée pour
I’évaluation des systémes d’IA est I’évaluation des risques, les mesures d’atténuation
et les obligations d’audit prescrites par les articles 34, 35 et 37 du réglement (UE)
2022/2065, sans préjudice des pouvoirs du Bureau de I’IA d’enquéter sur les cas de
non-respect ex post des regles du présent reglement et de les faire respecter. Dans le
cadre de I’analyse de cette évaluation des risques, des mesures d’atténuation et des
audits, les services de la Commission chargés de I’application du réglement (UE)
2022/2065 peuvent demander I’avis du Bureau de I'IA sur les résultats d’une
éventuelle évaluation des risques antérieure ou parallele effectuée au titre du présent
réglement et sur ’applicabilité des interdictions au titre du présent réglement. En
outre, le Bureau de I’TA et les autorités nationales compétentes au titre du réglement
(UE) 2024/1689 devraient coordonner leurs efforts de contrdle de 1’application avec
les autorités compétentes pour la surveillance et le controle de 1’application du
reglement (UE) 2022/2065, dont la Commission, afin de garantir le respect des
principes de cooperation loyale, de proportionnalité et de non bis in idem, tandis que
les informations obtenues au titre de I’autre réglement ne seraient utilisées aux fins de
la surveillance et du contrdle de I’application de 1’autre que si I’entreprise y consent.
En particulier, ces autorités devraient procéder a des échanges de vues réguliers et
tenir compte, dans leurs domaines de compétence respectifs, de toute amende ou
sanction infligée au méme fournisseur pour le méme comportement au moyen d’une
décision finale dans le cadre d’une procédure relative a une infraction a d’autres régles
de I’Union ou nationales, de maniere a garantir que les amendes et sanctions globales
imposees sont proportionnées et correspondent a la gravité des infractions commises.

12

Reglement (UE) 2022/2065 du Parlement européen et du Conseil du 19 octobre 2022 relatif aun
marché unique des services numériques et modifiant la directive 2000/31/CE (reglement sur les services
numeériques) (JO L 277 du 27.10.2022, p. 1, ELI: http://data.europa.eu/eli/reg/2022/2065/0j).
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Afin de rendre plus opérationnels la surveillance et le contréle du respect des regles
par le Bureau de I’IA prévus a larticle 75, paragraphe 1, du réglement (UE)
2024/1689, il est nécessaire de définir plus précisément les pouvoirs énumérés a
I’article 14 du reglement (UE) 2019/1020 qui devraient étre conférés au Bureau de
I’TA. La Commission devrait donc étre habilitée a adopter des actes d’exécution pour
préciser ces pouvoirs, y compris la capacité d’imposer des sanctions, telles que des
amendes ou d’autres sanctions administratives, conformément aux conditions et aux
plafonds visés a I’article 99, et aux procédures applicables. Cela devrait garantir que le
Bureau de I’IA dispose des outils nécessaires pour contrdler et superviser efficacement
le respect du reglement (UE) 2024/1689.

En outre, il est essentiel de veiller a ce que des garanties procédurales efficaces
s’appliquent aux fournisseurs de systémes d’IA soumis au suivi et a la supervision du
Bureau de I’IA. A cette fin, les droits procéduraux prévus a I’article 18 du réglement
(UE) 2019/1020 devraient s’appliquer mutatis mutandis aux fournisseurs de systemes

d’IA, sans préjudice des droits procéduraux plus spécifiques prévus par le reglement
(UE) 2024/1689.

Afin de permettre 1’acces au marché de I’Union des systémes d’IA qui sont placés
sous la supervision du Bureau de I’'TA conformément a I’article 75 du reglement (UE)
2024/1689 et soumis a une évaluation de la conformité par un tiers, la Commission
devrait étre habilitée a procéder a des évaluations de la conformité de ces systemes
avant leur commercialisation.

L’article 77 et les dispositions connexes du reglement (UE) 2024/1689 constituent un
mécanisme de gouvernance important, car ils visent a permettre aux autorités ou
organismes chargés de faire appliquer ou de surveiller le droit de I’Union destiné a
protéger les droits fondamentaux de remplir leur mandat dans des conditions
spécifiques et de favoriser la coopération avec les autorités de surveillance du marché
chargées de la surveillance et de I’application dudit réglement. Il est nécessaire de
préciser le champ d’application de cette coopération, ainsi que les autorités ou
organismes publics qui en bénéficient. En vue de renforcer la coopération, il convient
de préciser que les demandes d’acces aux informations et a la documentation devraient
étre adressées a 1’autorité de surveillance du marché compétente, qui devrait répondre
a ces demandes, et que les autorités ou organismes concernés devraient avoir une
obligation mutuelle de coopérer.

Afin de laisser suffisamment de temps aux fournisseurs de systémes d’IA générative
soumis aux obligations de marquage énoncées a I’article 50, paragraphe 2, du
reglement (UE) 2024/1689 pour adapter leurs pratiques dans un délai raisonnable sans
perturber le marché, il convient d’introduire une période transitoire de six mois pour
les fournisseurs qui ont déja mis leurs systémes sur le marché avant le 2 aolt 2026.

Afin de laisser suffisamment de temps aux fournisseurs de systémes d’IA a haut risque
et de clarifier les régles applicables aux systemes d’IA déja mis sur le marché ou mis
en service avant I’entrée en application des dispositions pertinentes du réglement (UE)
2024/1689, il convient de préciser I’application d’un délai de grace prévu a
I’article 111, paragraphe 2, dudit réglement. Aux fins de I’article 111, paragraphe 2, le
délai de grace devrait s’appliquer a un type et a un modele de systemes d’IA déja mis
sur le marché. Cela signifie que, si au moins une unité individuelle du systeme d’IA a
haut risque a été légalement mise sur le marché ou mise en service avant la date
spécifiée a I’article 111, paragraphe 2, les autres unités individuelles du méme type et
modele de systétme d’IA a haut risque sont soumises au delai de gréce prévu a
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I’article 111, paragraphe 2, et peuvent donc continuer a étre mises sur le marché, mises
a disposition ou mises en service sur le marché de I’Union sans obligations ni
exigences supplémentaires ni nécessité d’une certification supplémentaire, tant que la
conception de ce systeme d’IA a haut risque reste inchangée. Aux fins de 1’application
du délai de grace prévu a I’article 111, paragraphe 2, le facteur déterminant est la date
a laquelle la premiere unité de ce type et modele de systéme d’TA a haut risque a été
mise sur le marché ou mise en service pour la premiére fois sur le marché de I’Union.
Toute modification importante de la conception de ce systéme d’IA aprés la date
spécifiée a I’article 111, paragraphe 2, devrait entrainer 1’obligation pour le fournisseur
de se conformer pleinement a toutes les dispositions pertinentes du présent réglement
applicables aux systémes d’IA a haut risque, y compris les exigences en maticre
d’évaluation de la conformité.

L’article 113 du reglement (UE) 2024/1689 fixe les dates d’entrée en vigueur et
d’application dudit réglement, en précisant notamment que la date générale
d’application est le 2 aolt 2026. En ce qui concerne les obligations relatives aux
systemes d’lA a haut risque énoncées au chapitre 11, sections 1, 2 et 3, du reglement
(UE) 2024/1689, les retards dans la disponibilité des normes, des spécifications
communes et des orientations de substitution, ainsi que dans la mise en place des
autorités nationales compétentes, entrainent des difficultés qui compromettent 1’entrée
en application effective de ces obligations et risquent d’augmenter considérablement
les colits de mise en ceuvre d’une maniere qui ne justifie pas le maintien de leur date
d’application initiale, a savoir le 2 aolit 2026. Sur la base de I’expérience acquise, il
convient de mettre en place un mécanisme qui lie I’entrée en application a la
disponibilité de mesures a 1’appui du respect du chapitre 111, qui peuvent comprendre
des normes harmonisées, des spécifications communes et des lignes directrices de la
Commission. Cela devrait étre confirmé par la Commission par voie de décision, a la
suite de laquelle les obligations en matiére de régles applicables aux systemes d’IA a
haut risque devraient s’appliquer aprés six mois en ce qui concerne les systémes d’IA
classés comme étant a haut risque en vertu de D’article 6, paragraphe 2, et de
I’annexe 11, et aprés 12 mois en ce qui concerne les systémes d’IA classés comme
étant & haut risque en vertu de I’article 6, paragraphe 1, et de I’annexe | du réglement
(UE) 2024/1689. Toutefois, cette flexibilité ne devrait €tre prolongée que jusqu’au
2 décembre 2027 en ce qui concerne les systémes d’IA classés comme étant a haut
risque en vertu de ’article 6, paragraphe 2, et de ’annexe III, et jusqu’au 2 aolt 2028
en ce qui concerne les systemes d’IA classés comme étant a haut risque en vertu de
I’article 6, paragraphe 1, et de ’annexe | dudit reglement, date a laquelle ces régles
devraient en tout état de cause étre pleinement d’application. La distinction entre
I’entrée en application des régles en ce qui concerne les systemes d’IA classés comme
étant a haut risque en vertu de Darticle 6, paragraphe 2, et de I’annexe Ill, de
I’article 6, paragraphe 1, et de 1’annexe | dudit reglement est cohérente avec la
différence entre les dates d’application initiales prévues dans le réglement (UE)
2024/1689 et vise a prévoir le temps nécessaire a 1’adaptation et a la mise en ceuvre
des obligations correspondantes.

Compte tenu de 1’objectif visant a réduire les difficultés de mise en ceuvre pour les
citoyens, les entreprises et les administrations publiques, il est essentiel que des
conditions harmonisées pour la mise en ceuvre de certaines régles ne soient adoptées
que lorsque cela est strictement nécessaire. A cette fin, il convient de supprimer
certaines habilitations conférées a la Commission pour adopter de telles conditions
harmonisées au moyen d’actes d’exécution dans les cas ou ces conditions ne sont pas
remplies. 1l convient dés lors de modifier le reglement (UE) 2024/1689 afin de
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supprimer les habilitations conférées a la Commission a I’article 50, paragraphe 7, a
I’article 56, paragraphe 6, et a I’article 72, paragraphe 3, dudit réglement lui
permettant d’adopter des actes d’exécution. La suppression de 1’habilitation a adopter
un modele harmonisé de plan de surveillance apres commercialisation prévue a
I’article 72, paragraphe 3, du réglement (UE) 2024/1689 présente 1’avantage
supplémentaire d’offrir aux fournisseurs de systémes d’IA a haut risque une plus
grande souplesse pour mettre en place un systeme de surveillance apres
commercialisation adapté a leur organisation. Dans le méme temps, compte tenu de la
nécessité de clarifier la maniére dont les fournisseurs de systémes d’IA a haut risque
sont tenus de se conformer a la directive, la Commission devrait étre tenue de publier
des orientations.

L’évaluation de la conformité des systemes d’IA a haut risque au titre du réglement
(UE) 2024/1689 peut nécessiter I’intervention d’organismes d’évaluation de la
conformité. Seuls les organismes d’évaluation de la conformité qui ont été désignés en
vertu dudit réglement peuvent effectuer des évaluations de la conformité et
uniquement pour les activités liées aux catégories et types de systémes d’TA concernés.
Afin qu’il soit possible de préciser le champ couvert par la désignation des organismes
d’évaluation de la conformité notifiés au titre de I’article 30 du reglement (UE)
2024/1689, il convient de dresser une liste des codes, des catégories et des types
correspondants de systémes d’IA. La liste des codes devrait tenir compte de la
question de savoir si le systéme d’IA est un composant d’un produit ou lui-méme un
produit couvert par la législation d’harmonisation de I’Union énumérée a 1’annexe |
(ci-aprés les «codes IAP», pour les systémes d’IA couverts par la législation sur les
produits) ou un systéme visé a I’annexe Ill du réglement (UE) 2024/1689, qui ne
concerne actuellement que les systemes d’IA biométriques visés a I’annexe llI,
paragraphe 1 (ci-aprés les «codes IABy, pour les systémes d’IA biométriques). Les
codes IAP et IAB sont tous des codes verticaux. Les codes IAP sont des codes de
référence destinés a fournir un lien vers la législation d’harmonisation de 1’Union
énumérée a I’annexe I, section A, du réglement (UE) 2024/1689. Les codes IAB sont
de nouveaux codes spécifiques au reéglement (UE) 2024/1689 permettant d’identifier
les systémes d’IA biométriques visés a 1’annexe 111, paragraphe 1, dudit réglement. La
liste des codes devrait également tenir compte des types spécifiques et des
technologies sous-jacentes des systémes d’IA (appelés «codes IAH» pour les codes
des systémes d’IA horizontaux). Les codes IAH sont de nouveaux codes spécifiques a
la technologie d’IA et peuvent étre appliqués conjointement avec les codes verticaux
IAP ou IAB. Les codes IAH couvrent les types et technologies sous-jacents des
systémes d’IA. La liste des codes, qui regroupe trois catégories, devrait prévoir une
typologie multidimensionnelle des systémes d’IA qui garantisse que les organismes
d’évaluation de la conformité désignés comme organismes notifiés sont pleinement
compétents pour les systeémes d’IA qu’ils sont tenus d’évaluer.

Le réglement (UE) 2018/1139 du Parlement européen et du Conseil® établit des régles
communes dans le domaine de 1’aviation civile. L’article 108 du réglement (UE)

13

Reglement (UE) 2018/1139 du Parlement européen et du Conseil du 4 juillet 2018 concernant des
regles communes dans le domaine de 1’aviation civile et instituant une Agence de 1’Union européenne
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2024/1689 apporte des modifications au reglement (UE) 2018/1139 afin de veiller a ce
que la Commission tienne compte, sur la base des spécificités techniques et
réglementaires du secteur de 1’aviation civile, et sans interférer avec les mécanismes
de gouvernance, d’évaluation de la conformité et d’exécution existants et les autorités
qui y sont établies, des exigences obligatoires applicables aux systémes d’IA a haut
risque énoncées dans le reglement (UE) 2024/1689 lors de I’adoption de tout acte
délégué ou d’exécution pertinent sur la base de cet acte. Une correction technique
étendant des articles spécifiques du reglement (UE) 2018/1139 est nécessaire pour
garantir que ces exigences obligatoires pour les systémes d’IA a haut risque énoncées
dans le réglement (UE) 2024/1689 sont pleinement couvertes lors de 1’adoption des
actes délégués ou des actes d’exécution pertinents sur la base du reglement (UE)
2018/1139.

Afin de garantir la sécurité juridique dans les meilleurs délais, en vue de 1’application
générale imminente du reglement (UE) 2024/1689, il convient que le présent
réglement entre en vigueur d’urgence,

ONT ADOPTE LE PRESENT REGLEMENT:

Article premier

Modifications du réglement (UE) 2024/1689

Le reglement (UE) 2024/1689 est modifié comme suit:

(1) aVarticle 1*, paragraphe 2, le point g) est remplacé par le texte suivant:

«g) des mesures visant a soutenir 1’innovation, en mettant particuliérement
I’accent sur les petites entreprises a moyenne capitalisation (PEMC) et
les petites et moyennes entreprises (PME), y compris les jeunes
POUSSES. »;

(2) alarticle 2, le paragraphe 2 est remplacé par le texte suivant:

«2. En ce qui concerne les systemes d’IA classés a haut risque conformément a
I’article 6, paragraphe 1, liés aux produits couverts par la législation
d’harmonisation de 1’Union dont la liste figure a I’annexe I, section B,
seuls I’article 6, paragraphe 1, I’article 60 bis, les articles 102 a 109 et les
articles 111 et 112 s’appliquent. L’article 57 ne s’applique que dans la
mesure ou les exigences applicables aux systemes d’IA a haut risque au
titre du présent reglement ont été intégrées dans ladite législation
d’harmonisation de I’Union.»;

(3) alarticle 3, les points 14 bis et 14 ter suivants sont inséres:

pour la sécurité aérienne, et modifiant les réglements (CE) no 2111/2005, (CE) no 1008/2008, (UE)
no 996/2010, (UE) no 376/2014 et les directives 2014/30/UE et 2014/53/UE du Parlement européen et
du Conseil, et abrogeant les reglements (CE) no 552/2004 et (CE) no 216/2008 du Parlement européen
et du Conseil ainsi que le réglement (CEE) no 3922/91 du Conseil (JO L 212 du 22.8.2018, p. 1, ELI:
http://data.europa.eu/eli/reg/2018/1139/0j).
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«14 bis) “micro, petite ou moyenne entreprise” (“PME”), une microentreprise,
une petite entreprise ou une moyenne entreprise telles que définies a
I’article 2 de 1’annexe de la recommandation 2003/361/CE de la
Commission;

14 ter) “petite entreprise a moyenne capitalisation” (“PEMC”), une petite
entreprise @ moyenne capitalisation telle que définie au point 2 de
I’annexe de la recommandation de la Commission (UE) 2025/1099;»;

(4) Tarticle 4 est remplacé par le texte suivant:
« Article 4
Maitrise de ’IA

La Commission et les Etats membres encouragent les fournisseurs et les
déployeurs de systemes d’IA a prendre des mesures pour garantir un
niveau suffisant de maitrise de I’A pour leur personnel et les autres
personnes s’occupant du fonctionnement et de 1’utilisation des systémes
d’IA pour leur compte, en prenant en considération leurs connaissances
techniques, leur expérience, leur niveau d’éducation et leur formation,
ainsi que le contexte dans lequel les systémes d’IA sont destinés a étre
utilisés, et en tenant compte des personnes ou des groupes de personnes a
I’égard desquels les systemes d’IA sont destinés a étre utilisés.»;

(5) [Iarticle 4 bis suivant est inséré au chapitre I:
«Article 4 bis
Traitement de catégories particuliéres de données a

bY

caractére personnel a des fins de détection et de
correction des biais

1. Dans la mesure nécessaire a la détection et a la correction des biais en ce qui
concerne les systéemes d’IA a haut risque, conformément a 1’article 10,
paragraphe 2, points f) et g), du présent réglement, les fournisseurs de ces
systemes peuvent exceptionnellement traiter des catégories particuliéres
de données a caractere personnel, sous réserve de garanties appropriées
pour les droits et libertés fondamentaux des personnes physiques. Outre
les garanties prévues dans les réglements (UE) 2016/679 et (UE)
2018/1725 et dans la directive (UE) 2016/680, selon le cas, toutes les
conditions suivantes doivent étre réunies pour que ce traitement puisse
avoir lieu:

a) la détection et la correction des biais ne peuvent étre satisfaites de maniére
efficace en traitant d’autres données, y compris des données synthétiques
Ou anonymisées;

b) les catégories particulieres de données a caractere personnel sont soumises a
des limitations techniques relatives a la réutilisation des données a
caractere personnel, ainsi qu’aux mesures les plus avancées en maticre de
sécurité et de protection de la vie privée, y compris la pseudonymisation;

c) les catégories particuliéres de données a caractere personnel font 1’objet de
mesures visant a garantir que les données a caractére personnel traitées
sont sécurisées, protégées et soumises a des garanties appropriées, y
compris des contrdles stricts et une documentation de 1’acces, afin
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(6)

(")
(a)

(b)
(©

(8)

d’éviter toute mauvaise utilisation et de veiller a ce que seules les
personnes autorisées ayant des obligations de confidentialité appropriées
aient acces a ces données a caractere personnel;

d) les catégories particuliéres de données a caractere personnel ne sont pas
transmises, transférées ou consultées d’une autre manicre par d’autres
parties;

e) les catégories particulieres de données a caractere personnel sont supprimeées
une fois que le biais a été corrigé ou que la période de conservation des
données a caractére personnel a expiré, selon celle de ces deux échéances
qui arrive en premier,

f) les registres des activités de traitement visés dans les réglements (UE)
2016/679 et (UE) 2018/1725 et dans la directive (UE) 2016/680
comprennent les raisons pour lesquelles le traitement des catégories
particuliéres de données a caractere personnel était nécessaire pour
détecter et corriger les biais, ainsi que la raison pour laquelle cet objectif
n’a pas pu étre atteint par le traitement d’autres données.

2. Le paragraphe 1 peut s’appliquer aux fournisseurs et aux déployeurs d’autres
systemes et modéles d’TA et aux déployeurs de systémes d’IA a haut
risque, lorsque cela est nécessaire et proportionné, si le traitement a lieu
aux fins qui y sont énoncées et pour autant que les conditions énoncées
dans les garanties prévues au présent paragraphe soient remplies.»;

a ’article 6, le paragraphe 4 est remplacé par le texte suivant:

«4. Un fournisseur qui considére qu’un systeme d’IA visé a ’annexe III n’est
pas a haut risque documente son évaluation avant que ce systéme ne soit
mis sur le marché ou mis en service. A la demande des autorités
nationales compétentes, le fournisseur fournit la documentation de
I’évaluation.»;

I’article 10 est modifié comme suit:
le paragraphe 1 est remplacé par le texte suivant:

«l. Les systétmes d’IA a haut risque faisant appel a des techniques qui
impliquent I’entrainement de modeles d’IA au moyen de données sont
développés sur la base de jeux de données d’entrainement, de validation
et de test qui satisfont aux critéres de qualité visés aux paragraphes 2, 3 et
4, du présent article et a 1’article 4 bis, paragraphe 1, chaque fois que ces
jeux de données sont utilisés.»;

le paragraphe 5 est supprimé;
le paragraphe 6 est remplacé par le texte suivant:

«6. En ce qui concerne le développement de systémes d’TA a haut risque qui ne
font pas appel a des techniques qui impliquent 1’entrainement de mod¢les
d’IA, les paragraphes2, 3 et 4, du présent article et I’article 4 bis,
paragraphe 1, s’appliquent uniquement aux jeux de données de test.»;

a larticle 11, paragraphe 1, le deuxiéme alinéa est remplacé par le texte
suivant:
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(9)

(10)

«Cette documentation technique est établie de maniére a démontrer que le
systtme d’IA a haut risque satisfait aux exigences énoncées dans la
présente section et a fournir aux autorités nationales compeétentes et aux
organismes notifiés les informations nécessaires sous une forme claire et
intelligible pour évaluer la conformité du systtme d’IA avec ces
exigences. Elle contient, au minimum, les éléments énoncés a
I’annexe IV. Les PEMC et les PME, y compris les jeunes pousses,
peuvent fournir des éléments de la documentation technique spécifiée a
I’annexe IV de maniére simplifiée. A cette fin, la Commission établit un
formulaire de documentation technique simplifié ciblant les besoins des
PEMC et des PME, y compris les jeunes pousses. Lorsqu’une PEMC ou
une PME, y compris une jeune pousse, choisit de fournir les informations
requises a I’annexe IV de maniére simplifiée, elle utilise le formulaire
visé au présent paragraphe. Les organismes notifiés acceptent le
formulaire aux fins de 1’évaluation de la conformité.»;

a I’article 17, le paragraphe 2 est remplacé par le texte suivant:

«2. La mise en ceuvre des aspects visés au paragraphe 1 est proportionnée a la
taille de 1’organisation du fournisseur, en particulier si le fournisseur est
une PEMC ou une PME, y compris une jeune pousse. Les fournisseurs
respectent, en tout état de cause, le degré de rigueur et le niveau de
protection requis afin de garantir que leurs systémes d’IA a haut risque
sont conformes au présent reglement.»;

a l’article 28, le paragraphe 8 suivant est ajouté:

«8. Les autorités notifiantes désignées en vertu du présent reglement qui sont
responsables des systémes d’IA relevant de la législation
d’harmonisation de 1’Union dont la liste figure a ’annexe I, section A,
sont établies, sont organisées et fonctionnent de maniére a garantir que
I’organisme d’évaluation de la conformité qui demande la désignation a
la fois en vertu du présent réglement et de la législation d’harmonisation
de I’Union dont la liste figure a I’annexe |, section A, ait la possibilité de
présenter une demande unique et de se soumettre a une procédure
d’évaluation unique en vue de sa désignation en vertu du présent
réglement et de la législation d’harmonisation de 1’Union dont la liste
figure a ’annexe |, section A, lorsque la législation d’harmonisation de
I’Union applicable permet une telle procedure de demande unique et
d’évaluation unique.

La procédure de demande unique et d’évaluation unique visée au présent
paragraphe est également proposée aux organismes notifiés déja designes
en vertu de la législation d’harmonisation de I’Union dont la liste figure a
I’annexe I, section A, lorsque ces organismes notifiés demandent une
désignation au titre du présent reglement, pour autant que la Iégislation
d’harmonisation de 1’Union applicable prévoie une telle procédure.

La procédure de demande unique et d’évaluation unique évite tout double
emploi inutile, s’appuie sur les procédures existantes de désignation en
vertu de la législation d’harmonisation de 1’Union dont la liste figure a
I’annexe I, section A, et garantit le respect des exigences relatives aux
organismes notifiés en vertu du présent réglement et en vertu de la
législation d’harmonisation de I’Union applicable.»;
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(11)

(12)

(13)

a larticle 29, le paragraphe 4 est remplacé par le texte suivant:

«4. Quant aux organismes notifiés désignés en vertu de toute autre législation
d’harmonisation de I’Union, tous les documents et certificats liés a ces
désignations peuvent étre utilisés pour appuyer et accélerer leur
procédure de désignation au titre du présent reglement, le cas échéant.

Les organismes notifiés qui sont désignés en vertu de I’une des législations
d’harmonisation de 1’Union dont la liste figure a ’annexe I, section A, et
qui demandent une procédure d’évaluation unique visée a 1’article 28,
paragraphe 8, soumettent la demande unique d’évaluation a 1’autorité
notifiante désignée conformément a cette législation d’harmonisation de
I’Union.

L’organisme notifi¢ met a jour la documentation visée aux paragraphes 2 et 3
du présent article dés que des changements pertinents interviennent afin
de permettre a 1’autorité responsable des organismes notifiés de controler
et de vérifier que toutes les exigences énoncées a 1’article 31 demeurent
observées.»;

a l’article 30, le paragraphe 2 est remplacé par le texte suivant:

«2. Les autorités notifiantes informent la Commission et les autres Etats
membres, sur la base de la liste des codes, des catégories et des types
correspondants de systémes d’IA visés a I’annexe XIV, et a ’aide de
I’outil de notification électronique mis au point et géré par la
Commission, quant a chaque organisme d’évaluation de la conformité
visé au paragraphe 1.

La Commission est habilitée a adopter des actes delégués conformément a
I’article 97 pour modifier 1’annexe XIV, & la lumiere du progrés
technique, de I’évolution des connaissances ou de nouvelles données
scientifiques, en ajoutant a la liste des codes, catégories et types
correspondants de systtmes d’IA un nouveau code, une nouvelle
catégorie ou un nouveau type de systtme d’IA, en retirant un code
existant, une catégorie existante ou un type existant de systéme d’IA de
cette liste ou en déplacant un code ou un type de systéme d’IA d’une
catégorie a une autre.»;

a I’article 43, le paragraphe 3 est remplacé par le texte suivant:

\

«3. Pour les systétmes d’IA a haut risque couverts par la législation
d’harmonisation de 1’Union dont la liste figure a I’annexe I, section A, le
fournisseur du systeme suit la procédure d’évaluation de la conformité
pertinente selon les modalités requises par la l1égislation d”harmonisation
de I’Union applicable. Les exigences énoncées a la section 2 du présent
chapitre s’appliquent a ces systémes d’IA a haut risque et font partie de
cette évaluation. L’évaluation du systeme de gestion de la qualité prévue
a larticle 17 et a ’annexe VII s’applique également.

Aux fins de ces évaluations de la conformité, les organismes notifiés qui ont
été notifiés en vertu de la législation d’harmonisation de 1’Union dont la
liste figure a I’annexe I, section A, sont habilités a évaluer la conformité
des systetmes d’IA a haut risque avec les exigences énoncées a la
section 2, a condition que le respect, par ces organismes notifies, des
exigences énoncées a l’article 31, paragraphes 4, 5, 10 et 11, ait été
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évalue dans le cadre de la procédure de notification prévue par la
législation d’harmonisation de 1’Union applicable. Sans préjudice de
I’article 28, les organismes notifiés qui ont été notifiés en vertu de la
législation d’harmonisation de 1’Union figurant a 1’annexe I, section A
introduisent une demande de désignation conformément a la section 4 au
plus tard [18 mois a compter de I’entrée en application du présent
reglement].

Lorsque la législation d’harmonisation de 1’Union dont la liste figure a

I’annexe |, section A, offre au fabricant du produit la possibilité de ne pas
faire procéder a une évaluation de la conformité par un tiers, a condition
que ce fabricant ait appliqué les normes harmonisées couvrant toutes les
exigences pertinentes, ce fabricant ne peut faire usage de cette faculté
que s’il a également appliqué les normes harmonisées ou, le cas échéant,
les spécifications communes visées a I’article 41 couvrant toutes les
exigences énoncees a la section 2 du présent chapitre.

Lorsqu’un systtme d’IA a haut risque reléve a la fois de la Ilégislation

d’harmonisation de 1’Union dont la liste figure a I’annexe I, section A et
de I'une des catégories énumérées a I’annexe Ill, le fournisseur du
systéme suit la procédure d’évaluation de la conformité pertinente selon
les modalités requises par la législation d’harmonisation de 1’Union
applicable dont la liste figure a I’annexe I, section A.»;

(14) al’article 49, le paragraphe 2 est supprimé;

(15) al’article 50, le paragraphe 7 est remplacé par le texte suivant:

«7. Le Bureau de I'TA encourage et facilite 1’élaboration de codes de bonne

pratique au niveau de 1’Union afin de faciliter la mise en ceuvre effective
des obligations relatives a la détection, au marquage et a I’étiquetage des
contenus générés ou manipulés par une IA. La Commission peut vérifier
si I’application de ces codes de bonne pratique est suffisante pour
garantir le respect de [I’obligation ¢énoncée au paragraphe 2,
conformément a la procédure prévue a ’article 56, paragraphe 6, premier
alinéa. Si elle estime que le code n’est pas approprié, la Commission peut
adopter un acte d’exécution précisant des régles communes pour la mise
en ceuvre de ces obligations conformément a la procédure d’examen
prévue a l’article 98, paragraphe 2.»;

(16) a I’article 56, paragraphe 6, le premier alinéa est remplacé par le texte suivant:

«6. La Commission et le Comité IA controlent et évaluent régulierement la

réalisation des objectifs des codes de bonne pratique par les participants
et leur contribution a la bonne application du présent reglement. La
Commission, tenant diiment compte de I’avis du Comité IA, détermine si
les codes de bonne pratique couvrent les obligations prévues aux
articles 53 et 55, et contrdle et évalue réguliérement la réalisation de leurs
objectifs. La Commission publie son évaluation de 1’adéquation des
codes de bonne pratique.»;

(17) Tarticle 57 est modifié comme suit:

(@)

le paragraphe 3 bis suivant est inséré:
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(b)

(©

(d)

(€)

(18)

«3 bis Le Bureau de I'IA peut également mettre en place un bac a sable
réglementaire de I’IA au niveau de 1I’Union pour les systemes d’IA
relevant de 1’article 75, paragraphe 1. Ce bac a sable réglementaire de
I’TA est mis en ceuvre en étroite coopération avec les autorités
compétentes concernées, en particulier lorsque le respect de la législation
de I’Union autre que le présent reglement est supervisé dans le cadre du
bac a sable réglementaire de I'[A, et fournit un acces prioritaire aux
PME.»;

le paragraphe 5 est remplacé par le texte suivant:

«5. Les bacs a sable réglementaires de I’IA établis en vertu du présent article
offrent un environnement contrdlé qui favorise 1’innovation et facilite le
développement, I’entrainement, la mise a 1’essai et la validation de
systémes d’IA innovants pendant une durée limitée avant leur mise sur le
marché ou leur mise en service conformément a un plan spécifique de
bac a sable convenu entre les fournisseurs ou fournisseurs potentiels et
I’autorit¢ compétente, en veillant a ce que des garanties appropriées
soient en place. Ces bacs a sable peuvent comprendre des essais en
conditions réelles qui y sont supervisés. Le cas échéant, le plan du bac a
sable intégre dans un document unique le plan d’essais en conditions
réelles.»;

au paragraphe 9, le point e) est remplacé par le texte suivant:

«e) faciliter et accélérer I’acces au marché de 1’Union pour les systemes d’IA,
en particulier lorsqu’ils sont fournis par des PEMC et des PME, y
compris des jeunes pousses.»;

le paragraphe 13 est remplacé par le texte suivant:

«13. Les bacs a sable réglementaires de I’IA sont congus et mis en ceuvre de
maniere a faciliter la coopération transfrontiere entre les autorités
nationales compétentes.»;

le paragraphe 14 est remplacé par le texte suivant:

«14. Les autorités nationales compétentes coordonnent leurs activités et
coopeérent dans le cadre du Comité IA. Elles soutiennent la mise en place
et ’exploitation conjointes de bacs a sable réglementaires de I'IA, y
compris dans des secteurs différents.»;

a l’article 58, le paragraphe 1 est remplacé par le texte suivant:

«1. Afin d’éviter une fragmentation a travers 1’Union, la Commission adopte
des actes d’exécution précisant les modalités détaillées de mise en place,
de développement, de mise en ceuvre, d’exploitation, de gouvernance et
de surveillance des bacs a sable réglementaires de I'lA. Les actes
d’exécution contiennent des principes communs sur les questions
suivantes:

a) les criteres d’¢ligibilité et de sélection pour la participation au bac a sable
réglementaire de I’'1A;

b) les procédures de demande, de surveillance, de sortie et d’expiration du bac
a sable réglementaire de I’IA, ainsi que de participation a celui-Ci, y
compris le plan du bac a sable et le rapport de sortie;
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c) les conditions applicables aux participants;

d) les regles détaillées applicables a la gouvernance des bacs a sable
réglementaires de I’TA visés a I’article 57, y compris en ce qui concerne
I’exercice des taches des autorités compétentes ainsi que la coordination
et la coopération aux niveaux national et de I’Union.»;

(19) Tarticle 60 est modifié comme suit:
(@) au paragraphe 1, le premier alinéa est remplacé par le texte suivant:

«Les essais de systemes d’IA a haut risque en conditions réelles en dehors des
bacs a sable réglementaires de I’'IA peuvent étre effectués par les
fournisseurs ou fournisseurs potentiels de systémes d’IA a haut risque
énumérés a 1’annexe III ou relevant de la 1égislation d’harmonisation de
I’Union dont la liste figure a I’annexe I, section A, conformément au
présent article et au plan d’essais en conditions réelles visé au présent
article, sans préjudice des interdictions prévues a ’article 5.»;

(b) le paragraphe 2 est remplacé par le texte suivant:

«2. Les fournisseurs ou fournisseurs potentiels peuvent effectuer, seuls ou en
partenariat avec un ou plusieurs déployeurs ou déployeurs potentiels, des
essais des systémes d’IA a haut risque visés a 1’annexe 111 ou relevant de
la 1égislation d’harmonisation de 1’Union dont la liste figure a I’annexe I,
section A, en conditions réelles, a tout moment avant la mise sur le
marché ou la mise en service du systeme d’IA concerné.»;

(20) TI’article 60 bis suivant est insére:
«Article 60 bis

Essais des systemes d’IA a haut risque relevant de la législation
d’harmonisation de I’Union dont la liste figure a ’annexe |,
section B, en conditions réelles en dehors des bacs a sable
réglementaires de ’'TA

1.  Les essais de systémes d’IA a haut risque en conditions réelles en dehors
des bacs a sable réglementaires de I’'TA peuvent étre effectués par les
fournisseurs ou fournisseurs potentiels de produits dotés d’IA relevant de
la 1égislation d’harmonisation de 1’Union dont la liste figure a I’annexe I,
section B, conformément au présent article et a un accord volontaire sur
les essais en conditions réelles, sans préjudice des interdictions prévues a
I’article 5.

2. L’accord volontaire sur les essais en conditions réelles visé au
paragraphe 1 est conclu par écrit entre les Etats membres intéressés et la
Commission. 1l fixe les exigences relatives aux essais en conditions
réelles des produits dotés d’IA relevant de la 1égislation d’harmonisation
de I’Union dont la liste figure a 1’annexe |, section B.

3.  Les Etats membres, la Commission, les autorités de surveillance du
marché et les autorités publiques chargées de la gestion et de
I’exploitation des infrastructures et des produits relevant de la législation
d’harmonisation de I’Union dont la liste figure a 1’annexe I, section B
coopérent étroitement entre eux et de bonne foi. Ils suppriment tout
obstacle pratique, y compris en ce qui concerne les régles de procédure
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(21)

(22)
(a)

(b)
(23)

(24)

(25)
(@)

donnant acces aux infrastructures publiques physiques, lorsque cela est
nécessaire, pour mettre en ceuvre efficacement 1’accord volontaire sur les
essais en conditions réelles et tester les produits dotés d’IA relevant de la
législation d’harmonisation de 1’Union dont la liste figure a 1’annexe I,
section B.

4.  Les signataires de 1’accord volontaire sur les essais en conditions réelles
précisent les conditions des essais en conditions réelles et établissent des
¢léments détaillés du plan d’essais en conditions réelles pour les
systemes d’IA relevant de la législation d’harmonisation de 1’Union dont
la liste figure a ’annexe |, section B.

5.  L’article 60, paragraphes 2, 5 et 9, s’applique.»;
I’article 63, paragraphe 1, est remplacé par le texte suivant:

«1. Les PME, y compris les jeunes pousses, peuvent se conformer de maniere
simplifiée a certains éléments du systeme de gestion de la qualité requis
par ’article 17. A cette fin, la Commission élabore des lignes directrices
sur les éléments du systéme de gestion de la qualité qui peuvent étre
respectés de maniére simplifiée en tenant compte des besoins des PME,
sans affecter le niveau de protection ni la nécessité de se conformer aux
exigences relatives aux systemes d’IA a haut risque.»;

I’article 69 est modifié comme suit:
le paragraphe 2 est remplacé par le texte suivant:

«2. Les Etats membres peuvent étre tenus de payer des honoraires pour les
conseils et le soutien fournis par les experts a un taux équivalent aux

rémunérations applicables a la Commission en vertu de [1’acte
d’exécution visé a I’article 68, paragraphe 1.»;

le paragraphe 3 est supprimé;
a I’article 70, le paragraphe 8 est remplacé par le texte suivant:

«8. Les autorités nationales compétentes peuvent fournir des orientations et des
conseils sur la mise en ceuvre du présent réglement, en particulier aux
PEMC et aux PME, y compris les jeunes pousses, en tenant compte des
orientations et conseils du Comité IA et de la Commission, selon le cas.
Chaque fois que les autorités nationales compétentes envisagent de
fournir des orientations et des conseils concernant un systeme d’IA dans
des domaines relevant d’autres actes 1égislatifs de 1’Union, les autorités
compétentes nationales en vertu de ces actes législatifs de I’Union sont
consultées, le cas échéant.»;

a I’article 72, le paragraphe 3 est remplacé par le texte suivant:

«3. Le systéeme de surveillance aprés commercialisation repose sur un plan de
surveillance aprés commercialisation. Le plan de surveillance aprés
commercialisation fait partie de la documentation technique visée a
I’annexe IV. La Commission adopte des orientations sur le plan de
surveillance apres commercialisation.»;

I’article 75 est modifié comme suit:

le titre de I’article 75 est remplacé par le texte suivant:
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«Surveillance du marché et controle des systemes d’IA et assistance
mutuelle»;

(b) le paragraphe 1 est remplacé par le texte suivant:

«1. Lorsqu’un systeme d’IA est fondé sur un modele d’IA a usage général, a
I’exclusion des systémes d’IA liés a des produits relevant de la 1égislation
d’harmonisation de 1’Union dont la liste figure a 1’annexe I, et que ce
modele et ce systeme sont développés par le méme fournisseur, le Bureau
de I’TA est seul compétent pour surveiller ce systeme et contrdler qu’il
respecte les obligations prévues par le présent reglement, conformément
aux taches et responsabilités qu’il assigne aux autorités de surveillance
du marché. Le Bureau de I'TA est également seul compétent pour la
surveillance et le contrdle du respect des obligations prévues par le
présent réglement en ce qui concerne les systémes d’IA qui constituent
une trés grande plateforme en ligne ou un trés grand moteur de recherche
en ligne au sens du reglement (UE) 2022/2065 ou qui sont intégrés dans
une telle plateforme ou un tel moteur.

Lorsqu’il effectue ses taches de surveillance et de controle de 1’application
conformément au premier alinéa, le Bureau de I’IA dispose de tous les
pouvoirs d’une autorit¢ de surveillance du marché prévus dans la
présente section et dans le réglement (UE) 2019/1020. Le Bureau de I’TA
est habilité a prendre des mesures et des décisions appropriées pour
exercer correctement ses pouvoirs de surveillance et de contrGle de
I’application. L’article 14 du reglement (UE) 2019/1020 s’applique
mutatis mutandis.

Les autorités participant a D’application du présent reéglement coopérent
activement dans 1’exercice de ces pouvoirs, en particulier lorsque des
mesures d’exécution doivent étre prises sur le territoire d’un Etat
membre.»;

(c) les paragraphes 1 bis a 1 quater suivants sont insérés:

«1 bis. La Commission adopte un acte d’exécution pour définir les pouvoirs du
Bureau de I’'TA en mati¢re de controle de 1’application et les procédures
pour I’exercice de ces pouvoirs, y compris sa capacité¢ a imposer des
sanctions, telles que des amendes ou d’autres sanctions administratives,
conformément aux conditions et aux plafonds définis a I’article 99, en ce
qui concerne les systemes d’IA visés aux paragraphes 1 et 1 bis du
présent article qui sont jugés non conformes au présent réglement, dans
le cadre de ses taches de contrble et de surveillance au titre du présent
article.».

«1 ter. L’article 18 du réglement (UE) 2019/1020 s’applique mutatis mutandis
aux fournisseurs de systémes d’IA visés au paragraphe 1, sans préjudice
des droits procéduraux plus spécifiques prévus par le présent reglement.»

«1 quater. La Commission organise et effectue des évaluations de la
conformité et des essais avant la mise sur le marché des systémes d’IA
Vvisés au paragraphe 1 qui sont classés comme étant a haut risque et font
I’objet d’une évaluation de la conformité par un tiers en vertu de
’article 43, avant que ces systemes d’IA ne soient mis sur le marché ou
mis en service. Ces essais et évaluations ont pour objet de vérifier que les
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systemes sont conformes aux exigences pertinentes du présent réglement
et peuvent étre mis sur le marché ou mis en service dans 1’Union
conformément au présent réglement. La Commission peut confier la
réalisation de ces essais ou évaluations a des organismes notifiés
désignés en vertu du présent réglement, auquel cas 1’organisme notifié
agit au nom de la Commission. L’article 34, paragraphesl1l et 2,
s’applique mutatis mutandis a la Commission lorsqu’elle exerce les
pouvoirs qui lui sont conférés par le présent paragraphe.

Les redevances pour les activités d’essai et d’évaluation sont pergues aupres du
fournisseur d’un systéeme d’IA a haut risque qui a demandé¢ a la
Commission une évaluation de la conformité par un tiers. Les colts liés
aux services confiés par la Commission aux organismes notifiés
conformément au présent article sont directement payes par le
fournisseur a I’organisme notifié.»;

(26) I’article 77 est modifié comme suit:
(@ e titre est remplacé par le texte suivant:

«Pouvoirs des autorités de protection des droits fondamentaux et
coopération avec les autorités de surveillance du marché»

(b) le paragraphe 1 est remplacé par le texte suivant:

«1. Les autorités ou organismes publics nationaux qui surveillent ou contrdlent
le respect des obligations découlant du droit de 1’Union protégeant les
droits fondamentaux, y compris le droit & la non-discrimination, sont
habilités a présenter une demande et a accéder a toute information ou
documentation créée ou conservée par 1’autorit¢ de surveillance du
marché concernée en vertu du présent reglement, dans une langue et un
format accessibles, lorsque I’accés a ces informations ou a cette
documentation est nécessaire a I’accomplissement effectif de leur mandat

dans les limites de leurs compétences.»;
(c) les paragraphes 1 bis et 1 ter suivants sont inséres:

«1 bis. Sous réserve des conditions précisées dans le présent article, 1’autorité
de surveillance du marché accorde a I’autorité publique ou a 1’organisme
public concerné visé au paragraphe 1 1’acces a ces informations ou a
cette documentation, y compris en demandant ces informations ou cette
documentation au fournisseur ou au déployeur, si nécessaire.».

«1 ter. Les autorités de surveillance du marché et les autorités ou organismes
publics visés au paragraphe 1 coopérent eétroitement et se prétent
mutuellement [’assistance nécessaire a 1’exercice de leurs mandats
respectifs, en vue d’assurer une application cohérente du présent
réglement et du droit de I’Union en mati¢re de protection des droits
fondamentaux et de rationalisation des procédures. Cela inclut, en
particulier, 1’échange d’informations lorsque cela est nécessaire a la
surveillance ou au contrdle de I’application effectifs du présent réglement
et des autres actes législatifs respectifs de I’Union.»;

(27) al’article 95, le paragraphe 4 est remplacé par le texte suivant:

«4.Le Bureau de I'IA et les Etats membres prennent en considération les
intéréts et les besoins spécifiques des PEMC et des PME, y compris les
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(28)

(29)
(@)

(b)

(30)
(a)

(b)

jeunes pousses, lorsqu’ils encouragent et facilitent 1’¢laboration de codes
de conduite.»;

a larticle 96, paragraphe 1, le deuxieme alinéa est remplacé par le texte
suivant:

«Lorsqu’elle publie ces lignes directrices, la Commission accorde une attention
particuliére aux besoins des PEMC et des PME, y compris les jeunes
pousses, des pouvoirs publics locaux et des secteurs les plus susceptibles
d’étre affectés par le présent réglement.»;

I’article 99 est modifié comme suit:
le paragraphe 1 est remplacé par le texte suivant:

«1. Conformément aux conditions établies dans le présent réglement, les Etats
membres déterminent le régime des sanctions et autres mesures
d’exécution, qui peuvent également comprendre des avertissements et
des mesures non monétaires, applicables aux violations du présent
reglement commises par des opérateurs, et prennent toute mesure
nécessaire pour veiller a la mise en ceuvre correcte et effective de ces
sanctions, tenant ainsi compte des lignes directrices publiées par la
Commission en vertu de I’article 96. Les sanctions ainsi prévues doivent
étre effectives, proportionnées et dissuasives. Lorsqu’ils imposent des
sanctions, les Etats membres tiennent compte des intéréts des PEMC et
des PME, y compris les jeunes pousses, ainsi que de leur viabilité
économique.»;

le paragraphe 6 est remplacé par le texte suivant:

«6. Dans le cas des PEMC et des PME, y compris les jeunes pousses, chaque
amende visée au présent article s’éléve au maximum aux pourcentages
Ou montants visés aux paragraphes 3, 4 et 5, le chiffre le plus faible étant
retenu.»;

I’article 111 est modifié comme suit:
le paragraphe 2 est remplacé par le texte suivant:

«2. Sans préjudice de I’application de I’article 5 visée a I’article 113, troisieme
alinéa, pointa), le présent réglement s’applique aux opérateurs de
systtmes d’IA a haut risque, autres que les systémes visés au
paragraphe 1 du présent article, qui ont été mis sur le marché ou mis en
service avant la date d’application du chapitre Il et des obligations
correspondantes visées a ’article 113, uniquement si, & compter de cette
date, ces systémes subissent d’importantes modifications de leurs
conceptions. En tout état de cause, les fournisseurs et les déployeurs de
systétmes d’IA a haut risque destinés a étre utilisés par des autorités
publigues prennent les mesures nécessaires pour se conformer aux
exigences et obligations prévues dans le présent réglement au plus tard le
2 ao(t 2030.»;

le paragraphe 4 suivant est ajoute:

«4. Les fournisseurs de systemes d’IA, y compris les systemes d’IA a usage
géneral, qui générent des contenus de syntheése de type audio, image,
vidéo ou texte, qui ont été mis sur le marché avant le 2 ao(t 2026
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1.

prennent les mesures nécessaires pour se conformer a I’article 50,
paragraphe 2, d’ici au 2 février 2027.»;

(31) Tarticle 113 est modifié comme suit:
(@ autroisieme alinéa, le point d) suivant est ajouté:

«d) le chapitre 111, sections 1, 2 et 3, s’applique aprés 1’adoption d’une décision
de la Commission confirmant que des mesures adéquates a 1’appui du
respect du chapitre 111 sont disponibles, a partir des dates suivantes:

1) 6 mois apres 1’adoption de ladite décision en ce qui concerne les systémes
d’TA classés comme ¢tant a haut risque en vertu de 1’article 6,
paragraphe 2, et de I’annexe 11, et

i1) 12 mois apres 1’adoption de ladite décision en ce qui concerne les systémes
d’IA classés a haut risque en vertu de ’article 6, paragraphe 1, et de
I’annexe |.

En I’absence d’adoption de la décision au sens du premier alinéa, ou lorsque
les dates ci-aprés sont antérieures a celles qui suivent I’adoption de cette
décision, le chapitre 111, sections 1, 2 et 3, s’applique:

i) le 2 décembre 2027 en ce qui concerne les systémes d’IA classés comme
¢tant a haut risque en vertu de ’article 6, paragraphe 2, et de I’annexe III,
et

ii) le 2 ao(t 2028 en ce qui concerne les systémes d’IA classés a haut risque en
vertu de Darticle 6, paragraphe 1, et de ’annexe |.»;

(b) au troisieme alinéa, le point ) suivant est ajouté:

«e). Les articles 102 a 110 sont applicables a partir du [date d’entrée en
application du présent reglement].»;

(32) al’annexe VIII, la section B est supprimée;
(33) P’annexe XIV suivante est ajoutée:
«Annexe X1V

Liste des codes, catégories et types correspondants de systéemes d’IA aux fins de la
procédure de notification visée a I’article 30, précisant le champ d’application de la
désignation en tant qu’organismes notifiés

Introduction

L’évaluation de la conformité des systémes d’IA a haut risque en vertu du présent
reglement peut nécessiter 1’intervention d’organismes d’évaluation de la conformité. Seuls
les organismes d’évaluation de la conformité qui ont ét¢ désignés conformément au
présent réglement peuvent effectuer des évaluations de la conformité et uniquement pour
les activités liées aux types de systeémes d’IA concernés. La liste des codes, catégories et
types correspondants de systemes d’IA définit le champ d’application de la désignation
des organismes d’évaluation de la conformité notifiés en vertu de I’article 30 du présent
reglement.
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Liste des codes, catégories et systémes d’IA correspondants

1.

Systéemes d’IA relevant de I’annexe I du réglement sur I’lA

Code AIA

AIP 0101 Systémes d’IA relevant de I’annexe [.A.1 du réglement sur I’IA.

AIP 0102 Systémes d’IA relevant de I’annexe [.A.2 du réglement sur I’TA.

AIP 0103 Systémes d’IA relevant de I’annexe [.A.3 du réglement sur I’IA.

AIP 0104 Systémes d’IA relevant de I’annexe [.A.4 du réglement sur I’TA.

AIP 0105 Systemes d’IA relevant de I’annexe I.A.5 du réglement sur I’TA.

AIP 0106 Systemes d’IA relevant de ’annexe I.A.6 du réglement sur I’IA.

AIP 0107 Systémes d’IA relevant de I’annexe [.A.7 du réglement sur I’TA.

AIP 0108 Systemes d’IA relevant de I’annexe 1.A.8 du réglement sur I’TA.

AIP 0109 Systémes d’IA relevant de I’annexe 1.A.9 du réglement sur I’TA.

AIP 0110 Systemes d’IA relevant de I’annexe [.A.10 du réglement sur I’IA.

AIP 0111 Systémes d’IA relevant de I’annexe [.A.11 du réglement sur I’IA.

AIP 0112 Systémes d’IA relevant de I’annexe [.A.12 du réglement sur I’IA.

Systémes d’IA relevant de I’annexe I11.1 du réglement sur I’IA

Code AIA
Systémes d’identification biométrique a distance en vertu de

AIB 0201 . DA . .
I’annexe I1I.1.a. du réglement sur I’1A destinés a étre mis en service
par les institutions, organes ou organismes de 1’Union.
Systemes d’IA pour la catégorisation biométrique en vertu de

AIB 0202 ) . , A . .
I’annexe III.1.b. du réglement sur I’IA destinés a étre mis en service
par les institutions, organes ou organismes de 1’Union.
Systémes d’TA pour la reconnaissance des €motions en vertu de

AIB 0203 ) . , C A . .
I’annexe III.1.c du réglement sur I’IA destinés a étre mis en service
par les institutions, organes ou organismes de 1’Union.
Systemes d’identification biométrique a distance en vertu de

AIB 0204 ) - , e . .
I’annexe III.1.a. du réglement sur I’IA destinés a étre mis en service
par les autorités répressives, les services de I’immigration ou les
autorités compétentes en maticre d’asile.
Systémes d’IA pour la catégorisation biométrique en vertu de

AIB 0205 ) . \ A . .
I’annexe II1.1.b. du réglement sur I’IA destinés a étre mis en service
par les autorités répressives, les services de I’immigration ou les
autorités compétentes en maticre d’asile.

AIB 0206 Systemes d’IA pour la reconnaissance des émotions en vertu de

I’annexe III.1.c. du réglement sur I’[A destinés & étre mis en service
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par les autorités répressives, les services de I’immigration ou les
autorités compétentes en maticre d’asile.

Systémes d’identification biométrique a distance en vertu de

AIB 0207
020 I’annexe I1I.1.a. du réglement sur I’'TA (général).
AIB 0208 Catégorisation biométrique des systemes d’IA en vertu de
I’annexe I1I.1.b. du réglement sur I’IA (général).
AIB 0209 Systémes d’TA de reconnaissance des émotions en vertu de

I’annexe I1I.1.c. du réglement sur I’'TA (général).

3. Codes spécifiques a la technologie de I’ A

a) 1A symboligue, systemes experts et optimisation mathématique

Code AIA
Systemes d’IA fondés sur la logique et les connaissances qui font des
AlH 0101 7 . . . ]
inférences a partir des connaissances encodées ou de la
représentation symbolique, systémes experts
AIH 0102 | Systémes d’IA fondés sur la logique, a I’exclusion du traitement des
données de base

b)  Apprentissage automatique, a ’exclusion de I’IA _a usage général et de I’'IA

générative a modalité unigue

Code AIA

AlH 0201 Systemes d’IA qui traitent des données structurées

AlH 0202 Systemes d’IA qui traitent des signaux et des données audio

AlH 0203 Systémes d’IA qui traitent des données textuelles

AlH 0204 Systémes d’IA qui traitent des images et des vidéos

AlIH 0205 | Systemes d’IA qui tirent des enseignements de leur environnement, a
I’exclusion de I’IA agentique

c)  Systémes d’IA fondés sur I’IA a usage général ou I’IA générative a modalité

unique
Code AIA
AlH 0301 Systémes d’TA générative a modalité unique
AIH 0302 | Systémes d’IA générative multimodale, y compris les systémes d’IA
fondés sur des modeles d’IA a usage général
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d) 1A agentigue

Code AIA

AlH 0401 | 1A agentique

Demande de notification

Les organismes d’évaluation de la conformité utilisent les listes de codes, de
catégories et de types correspondants de systemes d’IA figurant dans la présente
annexe lorsqu’ils précisent les types de systémes d’IA dans la demande de
notification visée a 1’article 29 du présent reglement.».

Article 2
Modifications du réglement (UE) 2018/1139

Le reglement (UE) 2018/1139 est modifié comme suit:

1)

()

3)

a l’article 27, le paragraphe suivant est ajouté:

«3. Sans préjudice du paragraphe 2, lors de I’adoption d’actes d’exécution
conformément au paragraphe 1 en ce qui concerne les systemes
d’intelligence artificielle qui sont des composants de sécurité au sens du
reglement (UE) 2024/1689 du Parlement européen et du Conseil®4, il est
tenu compte des exigences énoncées au chapitre 111, section 2, dudit
reglement.»;

a I’article 31, le paragraphe suivant est ajouté:

«3. Sans préjudice du paragraphe 2, lors de 1’adoption d’actes d’exécution
conformément au paragraphe 1 en ce qui concerne les systéemes
d’intelligence artificielle qui sont des composants de sécurité au sens du
réglement (UE) 2024/1689 du Parlement européen et du Conseil, il est
tenu compte des exigences énoncées au chapitre I1l, section 2, dudit
réglement.»;

a I’article 32, le paragraphe suivant est ajouté:

«3. Lors de I’adoption d’actes délégués conformément au paragraphe 1 en ce
qui concerne les systémes d’intelligence artificielle qui sont des
composants de sécurité au sens du reglement (UE) 2024/1689 du
Parlement européen et du Conseil(*), il est tenu compte des exigences
énoncées au chapitre 111, section 2, dudit reglement.»;

14

Réglement (UE) 2024/1689 du Parlement européen et du Conseil du 13 juin 2024 établissant des régles
harmonisées concernant I’intelligence artificielle et modifiant les réeglements (CE) n° 300/2008, (UE)
n® 167/2013, (UE) n° 168/2013, (UE) 2018/858, (UE) 2018/1139 et (UE) 2019/2144 et les directives
2014/90/UE, (UE) 2016/797 et (UE) 2020/1828 (réglement sur I’intelligence artificielle) (JO L,
2024/1689, 12.7.2024, ELI: http://data.europa.eu/eli/reg/2024/1689/0j).
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4) a I’article 36, le paragraphe suivant est ajouté:

«3. Sans préjudice du paragraphe 2, lors de I’adoption d’actes d’exécution

conformément au paragraphe 1 en ce qui concerne les systemes
d’intelligence artificielle qui sont des composants de sécurité au sens du
reglement (UE) 2024/1689 du Parlement européen et du Conseil, il est
tenu compte des exigences énoncées au chapitre 111, section 2, dudit
reglement.»;

5) a I’article 39, le paragraphe suivant est ajouté:

«3. Lors de I’adoption d’actes délégués conformément au paragraphe 1 en ce

qui concerne les systémes d’intelligence artificielle qui sont des
composants de sécurité au sens du reglement (UE) 2024/1689 du
Parlement européen et du Conseil, il est tenu compte des exigences
énoncées au chapitre 111, section 2, dudit reglement.»;

(6) a I’article 50, le paragraphe suivant est ajouté:

«3. Sans préjudice du paragraphe 2, lors de 1’adoption d’actes d’exécution

conformément au paragraphel en ce qui concerne les systémes
d’intelligence artificielle qui sont des composants de sécurité au sens du
reglement (UE) 2024/1689 du Parlement européen et du Conseil, il est
tenu compte des exigences énoncees au chapitre I1l, section 2, dudit
reglement.»;

@) a l’article 53, le paragraphe suivant est ajouté:

«3. Sans préjudice du paragraphe 2, lors de I’adoption d’actes d’exécution

conformément au paragraphe 1 en ce qui concerne les systemes
d’intelligence artificielle qui sont des composants de sécurité au sens du
reglement (UE) 2024/1689 du Parlement européen et du Conseil, il est
tenu compte des exigences énoncées au chapitre 111, section 2, dudit
reglement.».

Article 3
Entrée en vigueur et application

Le présent réeglement entre en vigueur le troisieme jour suivant celui de sa publication au
Journal officiel de I'Union européenne.

Le présent reglement est obligatoire dans tous ses éléments et directement applicable dans

tout Etat membre.
Fait & Bruxelles, le

Par le Parlement européen Par le Conseil

La présidente

Le président
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1.2.

1.3.

1.3.1.

1.3.2.

1.3.3.

1.3.4.

FR

CADRE DE LA PROPOSITION/DE L’INITIATIVE

Dénomination de la proposition/de ’initiative

Proposition de reglement du Parlement européen et du Conseil modifiant les
reglements (UE) 2024/1689 et (UE) 2018/1139 en ce qui concerne la simplification
de la mise en ceuvre des régles harmonisées concernant I’intelligence artificielle
(train de mesures omnibus numérique sur I’[A)

Domaine(s) politique(s) concerné(s)

Réseaux de communication, contenu et technologies
Marché intérieur, industrie, entrepreneuriat et PME

L’incidence budgétaire concerne les nouvelles taches confiées au Bureau de I'A.

Objectif(s)
Objectif général/objectifs généraux

1. Renforcer le suivi et la surveillance de certaines catégories de systemes d’IA par le
Bureau de I'IA.

2. Faciliter le développement et la mise a 1’essai, au niveau de I’UE, de systémes
d’IA innovants soumis a une surveillance réglementaire stricte avant que ces
systémes ne soient mis sur le marché ou mis en service d’une autre manigre.

Obijectif(s) spécifique(s)

Obijectif spécifique n® 1

Améliorer la gouvernance et I’application effective des dispositions du reglement sur
I’'TA relatives aux systemes d’IA en renforcant les pouvoirs et les procédures
applicables et en prévoyant de nouvelles ressources pour le Bureau de I'TA chargé de
I’application.

Obijectif spécifique n° 2

Prévoir la mise en place d’un bac a sable au niveau de I’UE, permettant des activités
et des essais transfrontieres.

Résultat(s) et incidence(s) attendus

Préciser les effets que la proposition/l’initiative devrait avoir sur les bénéficiaires/la population visée.

Les fournisseurs d’IA devraient bénéficier d’un niveau de gouvernance centralisé et
de I’accés a un bac a sable au niveau de I’UE pour certaines catégories de systemes
d’IA, en évitant la duplication des procédures et des cots.

Indicateurs de performance

Preéciser les indicateurs permettant de suivre [’avancement et les réalisations.

Indicateur n® 1

Nombre de systémes d’IA relevant des taches de suivi et de surveillance a effectuer
par le Bureau de I'TA.

Indicateur n°® 2
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1.4.

1.5.
1.5.1.

1.5.2.

Nombre de fournisseurs et de fournisseurs potentiels demandant I’acceés au bac a
sable au niveau de I’'UE.

La proposition/I’initiative porte sur:

O une action nouvelle

[ une action nouvelle suite & un projet pilote/une action préparatoire®®
la prolongation d’une action existante

O une fusion ou une réorientation d’une ou de plusieurs actions vers une autre
action/une action nouvelle

Justification(s) de la proposition/de I’initiative

Besoin(s) a satisfaire a court ou a long terme, assorti(s) d’un calendrier détaillé
pour la mise en ceuvre de l’initiative

Les ¢léments supplémentaires pertinents pour I’amélioration de la structure de
gouvernance du Bureau de I’IA devraient étre en place avant I’entrée en application
des dispositions applicables aux systemes d’IA.

Le premier bac a sable de I’UE devrait étre opérationnel en 2028, bien que certains
éléments clés du cadre devraient étre établis au préalable.

Valeur ajoutée de l’intervention de I’UE (celle-Ci peut résulter de différents facteurs,
par exemple gains de coordination, sécurité juridique, efficacité accrue,
complémentarités, etc.). Aux fins de la présente section, on entend par «valeur
ajoutée de [’intervention de I"'UE» la valeur découlant de l’intervention de |'UE qui
vient s ajouter a la valeur qui, sans cela, aurait été générée par la seule action des
Etats membres.

Le Bureau de I’IA sera habilité a controler et a surveiller la conformité de tous les
systemes d’IA fondés sur des modeles d’IA a usage général (GPAI), lorsque le
modele et le systéme sont mis au point par le méme fournisseur, ainsi que de tous les
systéemes d’IA intégrés dans de trés grandes plateformes en ligne ou de trés grands
moteurs de recherche ou constituant de telles plateformes ou de tels moteurs, méme
si le fournisseur du systeme et le fournisseur modele d’TA a usage général sont
différents. Parmi les tiches que le Bureau de I'IA devra accomplir pour ce large
éventail de systémes d’IA figurent la demande a un accés complet aux jeux de
données d’entrainement, de validation et d’essai et, si nécessaire, au code source des
systtmes d’IA a haut risque, la supervision des essais en conditions réelles,
I’identification et 1’évaluation des risques, la gestion des incidents graves, la prise de
mesures préventives et correctives tout en assurant la coopération avec les autorités
nationales de surveillance du marché, le traitement des systémes d’IA classés comme
n’étant pas a haut risque par le fournisseur, le traitement des plaintes de non-
conformité et I'imposition de sanctions. En outre, afin de permettre 1’acces au
marché pour les systémes d’IA relevant du champ d’application de la présente
disposition qui font également I’objet d’une évaluation de la conformité par un tiers

26

Tel(le) que visé(e) a ’article 58, paragraphe 2, point a) ou b), du réglement financier.
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avant mise sur le marché en vertu du reéglement sur I’'lA, le Bureau de I'A sera
I’organisme responsable de la réalisation des évaluations de la conformité. Toutes
ces actions necessitent des ressources et 1’¢laboration et la mise en ceuvre d’un
ensemble de procédures d’exécution, ainsi qu’un soutien technique approprié pour
analyser et évaluer les systémes.

Le role du Bureau de I'IA lorsqu’il veille a la conformité consistera également a
garantir des synergies avec 1’évaluation des mod¢les d’IA a usage général, ce qui
renforcera les évaluations globales des modéles et systemes fournis par le méme
fournisseur. Cela permettra une compréhension plus compléte des systémes d’IA et
des risques qui y sont associés et, partant, un suivi et un contrdle de ’application plus
efficaces. Le Bureau de I'IA devra également prendre en considération les défis
uniques posés par I’TA agentique, qui peut fonctionner de maniére autonome et
prendre des décisions susceptibles d’avoir des conséquences importantes, et élaborer
des stratégies pour faire face a ces risques conformément aux politiques de la
Commission.

Le renforcement de la gouvernance du Bureau de I’A apporterait de nombreux
avantages a la réglementation des systémes d’IA dans I’UE. L’un des principaux
avantages est qu’il garantirait que 1’application du réglement sur I’IA serait cohérente
dans I’ensemble de I’'UE. Disposer d’une autorité unique chargée de superviser la
mise en ceuvre du réglement sur I’TA en ce qui concerne certaines catégories de
systémes d’IA réduirait considérablement le risque d’interprétations et de décisions
contradictoires et apporterait ainsi clarté et sécurité aux entreprises exercant leurs
activités dans I’UE.

Qui plus est, cela simplifierait le paysage réglementaire pour les entreprises, étant
donné qu’elles ne devraient s’adresser qu’a un seul régulateur, plutét qu’a plusieurs
autorités nationales. Réduire la complexité et la charge administrative liées a la
navigation dans différents cadres réglementaires permettrait aux entreprises de se
concentrer sur I’innovation et la croissance. L’approche centralisée faciliterait
également la création, au sein de la Commission, d’une expertise spécialisée dans les
systemes d’TA et les modeles d’IA a usage général, ce qui permettrait un suivi et un
controle de I’application plus efficaces du réglement sur I’TA.

Grace a une telle approche, il n’y aurait pas de divergences entre les mesures
nationales d’exécution pour les systémes d’IA concernés, de telles divergences
pouvant entrainer une fragmentation du marché intérieur et reduire la securité
juridique pour les opérateurs. Cela permettrait également de relever les défis
auxquels sont confrontés les Etats membres pour ce qui est de procurer des
ressources spécialisées au personnel de leurs autorités chargées de mettre en ceuvre le
réglement sur I’[A et de superviser les systémes d’IA sur leur territoire. En
centralisant les pouvoirs des autorités de surveillance du marché au sein du Bureau
de I'IA, ce scénario permettrait a ce dernier d’assumer la responsabilité de
I’évaluation et du suivi des systémes d’IA complexes fournis par le fournisseur d’un
méme modele, ainsi que des systémes d’IA constituant des plateformes ou intégrés
dans des plateformes, allégeant ainsi la charge pesant sur les autorités nationales.
Cela permettrait de tirer parti de I’expertise existante du Bureau de I’A en matiere
d’évaluation des modeles d’IA a usage général et de contrdle de leur conformité et de
créer ainsi une concentration unique de connaissances et de capacités spécialisées. Le
Bureau de I’'IA serait dés lors bien placé pour exercer une supervision cohérente et
efficace, tout en soutenant les Etats membres dans leurs efforts visant & mettre en
ceuvre le réglement sur I’IA et a garantir un environnement réglementaire harmonisé
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1.5.3.

1.54.

dans 1’ensemble de I’UE. Le Bureau de I'IA s’acquittant de ces taches
supplémentaires, les autorités nationales pourraient se concentrer davantage sur leurs
mesures d’exécution au titre du réglement sur I’IA, ce qui permettrait une allocation
plus efficace des ressources et une mise en ceuvre plus efficace du réglement sur I’TA
dans I’ensemble de I’'UE.

Legons tirées d’expériences similaires

L’expérience acquise par la Commission européenne dans 1’application du réglement
sur les services numériques (DSA) fournit des enseignements précieux qui peuvent
servir pour I’application du réglement sur I’IA. En particulier, la mise en place d’un
cadre d’application solide et transparent, qui définit des procédures claires pour
enquéter sur les violations du réglement sur les services numériques et y remédier,
ainsi que pour organiser la coopération étroite avec les autorités nationales, afin de
veiller a ce que les mesures d’exécution soient coordonnées et efficaces, constituent
des éléments pertinents dans ce contexte.

L’expérience de la Commission en matiere d’application du réglement sur les
services numériques a montré que cette approche peut étre efficace pour promouvoir
le respect des regles et protéger les droits des utilisateurs. Par exemple, la
Commission a déja pris des mesures a I’encontre de plusieurs plateformes en ligne en
raison d’infractions au réglement sur les services numériques et a collaboré avec les
autorités nationales pour élaborer des orientations et des bonnes pratiques en matiere
de respect des regles.

En s’appuyant sur les enseignements tirés de 1’application du réglement sur les
services numeériques, la Commission peut ¢laborer un cadre d’application efficace du
réglement sur I’TA qui favorise le respect des régles et soutient I’établissement d’un
écosysteme d’IA digne de confiance et innovant dans I’UE. Il s’agira notamment de
renforcer le réle du Bureau de I’IA en matiere de contrdle de I’application afin de
suivre et de surveiller sérieusement certaines catégories de systémes d’IA, et de
travailler en étroite collaboration avec les autorités nationales pour veiller a ce que le
reglement sur I’IA soit appliqué de maniere cohérente et efficace.

La possibilité de fournir un bac a sable au niveau de I’UE devrait étre considérée
comme venant compléter les bacs a sable établis au niveau national et devrait étre
mise en ceuvre de maniére a faciliter la coopération transfrontieére entre les autorités
nationales compétentes.

Compatibilité avec le cadre financier pluriannuel et synergies éventuelles avec
d’autres instruments appropriés

Les modifications qu’il est proposé d’apporter au réglement sur I’IA dans le cadre de
cette initiative entraineraient une augmentation significative du nombre de systemes
d’TA soumis au suivi et a la surveillance du Bureau de I’IA, dont le corollaire serait
une augmentation correspondante du nombre de systéemes susceptibles de participer a
un bac a sable au niveau de I’'UE. Pour gérer efficacement cette augmentation, il est
essentiel de renforcer la fonction européenne de réglementation et de coordination,
comme le propose la présente initiative. Ce faisant, le Bureau de I’IA serait 8 méme
de superviser efficacement le nombre croissant de systémes d’IA, de garantir le
respect du cadre réglementaire et de créer un environnement favorable a I’innovation
et aux essais grace au bac a sable au niveau de I’UE.
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1.5.5.

Evaluation des différentes possibilités de financement disponibles, y compris des
possibilités de redéploiement

Le Bureau de I’'IA s’efforcera de redéployer une partie du personnel alloué, mais il
ne pourra le faire que partiellement (15 ETP), étant donné que le personnel est
actuellement entiérement affecté & des taches directement liées a la mise en ccuvre
correcte et en temps utile du réglement sur I’IA. De nouvelles ressources seront
nécessaires (estimées a 38 ETP supplémentaires) pour exercer efficacement les
nouvelles taches d’exécution.

Le Bureau de I'TA prévoit notamment de recenser les collégues possedant une
expertise juridique et procédurale qui peuvent assumer une partie des nouvelles
taches d’exécution a venir. A ce stade, nous estimons qu’environ 5 AC ayant des
profils pertinents peuvent étre redéployés a cette fin.

En outre, le Bureau de I’TA s’efforcera de redéployer 5 fonctionnaires.

Le Bureau de I’IA envisage de rendre pleinement opérationnel en 2028 le bac a sable
au niveau de I’UE pour les systémes d’IA qu’il est chargé de suivre, ce qui permettra
le redéploiement de 3 CA nécessaire a la mise en place et a la gestion du bac a sable.
Cette approche par étapes permettra de garantir la pleine capacité opérationnelle du
bac a sable d’ici a 2028 et, en particulier, donnera également au Bureau de I'IA le
temps de recenser le personnel le plus adéquat pour cette tache et d’assurer une
gestion adéquate des projets afin de faciliter le développement, I’entrainement, les
essais et la validation de systémes d’IA innovants.

En outre, le Bureau de I’IA étudiera les possibilités d’¢largir le champ d’application
des outils informatiques (actuellement principalement au stade du développement ou
du prélancement) a I’appui du reéglement sur ’lA afin de couvrir également les
nouvelles activités pertinentes de controle de I’application (a savoir le traitement des
dossiers, le registre des systémes d’IA, le suivi et 1’établissement de rapports,
I’échange d’informations avec les autorités). 2 ETP ayant des profils informatiques et
administratifs seront redéployés pour gérer ces outils informatiques. Cela contribuera
a couvrir partiellement les besoins de gestion liés aux nouvelles taches.

Dans I’ensemble, ces efforts de redéploiement et ces synergies aideront a répondre a
certains des besoins en personnel pour les nouvelles taches de contrle de
I’application, tandis que des ressources supplémentaires seront nécessaires pour
garantir la mise en ceuvre effective du réglement sur I’IA.

Des effectifs supplémentaires seront financés dans le cadre du soutien au titre du
programme pour une Europe numérique, étant donné que les objectifs des
modifications proposées contribuent directement a un objectif clé de 1’Europe
numérique, a savoir accélérer le développement et le déploiement de I’TA en Europe.
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1.6.

1.7.

Durée de la proposition/de I’initiative et de son incidence financiere
Oduree limitée
— [ en vigueur a partir du [J/MM]AAAA jusqu’au [JI/MM]AAAA

— [ incidence financiére de AAAA jusqu’en AAAA pour les crédits d’engagement
et de AAAA jusqu’en AAAA pour les crédits de paiement

durée illimitée

— Mise en ceuvre avec une période de montée en puissance de 2026 jusqu’en 2027,
— puis un fonctionnement en rythme de croisiére au-dela

Mode(s) d’exécution budgétaire prévu(s)

Gestion directe par la Commission

— [ dans ses services, y compris par 1’intermédiaire de son personnel dans les
délégations de 1’Union;

— [ par les agences exécutives

[0 Gestion partagée avec les Etats membres

O Gestion indirecte en confiant des taches d’exécution budgétaire:

— [ ades pays tiers ou a des organismes qu’ils ont désignés

— [ ades organisations internationales et a leurs agences (a préciser)

— O a la Banque européenne d’investissement et au Fonds européen
d’investissement

— [ aux organismes visés aux articles 70 et 71 du réglement financier
— [ a des établissements de droit public

— [ a des entités de droit privé investies d’une mission de service public, pour
autant qu’elles soient dotées de garanties financieres suffisantes

— [ a des entités de droit privé d’un Etat membre qui sont chargées de la mise en
ceuvre d’un partenariat public-privé et dotées de garanties financieres suffisantes

— [ a des organismes ou des personnes chargés de 1’exécution d’actions spécifiques
relevant de la politique étrangere et de sécurité commune, en vertu du titre V du
traité sur I’Union européenne, identifiés dans I’acte de base concerné

— -+ & des entités établies dans un Etat membre, régies par le droit privé d’un Etat
membre ou par le droit de I’Union et qui peuvent se voir confier, conformément a
la réglementation sectorielle, 1’exécution des fonds de 1’Union ou des garanties
budgetaires, dans la mesure ou ces entités sont controlées par des établissements
de droit public ou par des entités de droit privé investies d une mission de service
public et disposent des garanties financieres appropriées sous la forme d’une
responsabilité solidaire des entités de contr6le ou des garanties financieres
équivalentes et qui peuvent étre, pour chaque action, limitées au montant maximal
du soutien de I’Union.
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2.2.
2.2.1.

2.2.2.

2.2.3.

2.3.

MESURES DE GESTION
Dispositions en matiére de suivi et de compte rendu
Préciser la fréquence et les conditions de ces dispositions.

Les dispositions renforcées seront réexaminées et €valuées avec I’ensemble du
réglement sur I’TA en aott 2029. La Commission présentera au Parlement européen,
au Conseil et au Comite économique et social européen un rapport sur les
conclusions de cette évaluation.

Systéme(s) de gestion et de contréle

Justification du (des) mode(s) d’exécution budgétaire, du (des) mécanisme(s) de mise
en ceuvre du financement, des modalités de paiement et de la stratégie de contrdle
proposée

Le reglement renforce la politique européenne en ce qui concerne les régles
harmonisées pour la fourniture de systémes d’intelligence artificielle au sein du
marché intérieur tout en garantissant le respect de la sécurité et des droits
fondamentaux. La surveillance unique simplifiée garantit la cohérence de
I’application transfrontiére des obligations prévues par le présent réglement.

Afin qu’ils soient en mesure d’assumer ces nouvelles taches, il est nécessaire de
doter les services de la Commission des ressources appropriées. Le contrble de
I’application du nouveau reglement devrait nécessiter 53 ETP.

Informations sur les risques recenses et sur le(s) systeme(s) de contrdle interne mis
en place pour les atténuer

Les risques correspondent aux risques standard des opérations de la Commission et
sont couverts de maniere adéquate par les procédures standard existantes visant a
réduire les risques.

Estimation et justification du rapport colt/efficacité des contrdles (rapport entre les
colts du contréle et la valeur des fonds gérés concernés), et évaluation du niveau
attendu de risque d’erreur (lors du paiement et lors de la cloture)

En ce qui concerne les frais de réunion, compte tenu du faible montant par
transaction (par exemple, remboursement des frais de déplacement d’un délégué pour
une réunion), les procédures de contréle types semblent suffisantes.

Mesures de prévention des fraudes et irrégularités

Préciser les mesures de prévention et de protection existantes ou envisagées, au titre
de la stratégie antifraude par exemple.

Les mesures de prévention des fraudes existantes applicables a la Commission
couvriront les crédits supplémentaires nécessaires aux fins du présent reglement.
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INCIDENCE FINANCIERE ESTIMEE DE LA PROPOSITION/DE

3.
L’INITIATIVE
3.1. Rubrique(s) du cadre financier pluriannuel et ligne(s) budgétaire(s) de dépenses
concernée(s)
e Lignes budgétaires existantes
Dans [’ordre des rubriques du cadre financier pluriannuel et des lignes budgétaires.
. . Nature de L
Ligne budgétaire la dépense Participation
Rubrique
du cadre dZ.Féays
financier | Numéro depays | & ASEL | fautres autres recettes
pluriannuel CD/CND?". | Ap| gae carrl)giisats pays tiers affectées
potentiels?®
7 20 02 06 Dépenses de gestion CND Nbre
1 02 04 03 Intelligence artificielle CD oul NON oui NON
1 02 01 30 01 Dépenses d’appui pour le CND oui oui
«programme pour une Europe numérique»

27
28
29

FR

CD = crédits dissociés/CND = crédits non dissociés.
AELE: Association européenne de libre-échange.
Pays candidats et, le cas échéant, candidats potentiels des Balkans occidentaux.
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3.2. Incidence financiere estimée de la proposition sur les crédits

3.2.1.  Synthese de l’incidence estimée sur les crédits opérationnels

— [ La proposition/I’initiative n’engendre pas I’utilisation de crédits opérationnels

— La proposition/I’initiative engendre 1’utilisation de crédits opérationnels, comme expliqué ci-apres

3.2.1.1. Crédits issus du budget voté

[
En Mio EUR (a la 3¢ décimale)
Rubrique du cadre financier pluriannuel 1
5G: CNECT Année Année Année Année Apres 2027 TOTAL CEP
' R 2021-2027
2024 2025 2026 2027 Apres 2027

Engagements (1a) 0,500%° 0,500%! 1,000
Ligne budgétaire 02 04 03

Paiements (22) 0,500 0,500 1,000
Crédits de nature administrative financés par 1’enveloppe de certains programmes spécifiques
30 Ce budget est déja intégré dans le programme de travail 26-27 pour le programme pour une Europe numérique du bureau de I’IA.
81 Ce budget est déja intégré dans le programme de travail 26-27 pour le programme pour une Europe numérique du bureau de I’IA.

FR

11

FR



7,283
Ligne budgétaire 02 01 30 01 ® 2,642% 6,283% 8,925
TOTAL des crédits Engagements lasibes 3,142 6,783 7,283 9,925
pour laDG CNECT Paiements T 2,642 6,783 7,783 9,925
TOTAL Annee Annee Annee Anneée Apres 2027 TOTAL CEP
. 2021-2027
2024 2025 2026 2027 Apres 2027
Engagements (1a) 0,500%4 0,500% 1,000
Ligne budgétaire 02 04 03
Paiements (2a) 0,500 0,500 1,000
Crédits de nature administrative financés par 1’enveloppe de certains programmes spécifiques
82 Ce budget correspond a [48] ETP supplémentaires pour 6 mois [(43 AC et 5 END)], la base de référence étant le niveau des effectifs convenu dans le cadre de la

procédure budgétaire 2026. Le budget sera redéployé dans 1’enveloppe administrative du programme pour une Europe numérique afin de couvrir les cofts

supplémentaires.

33 Le montant sera redéployé a partir de 02.0403 (SO2 Intelligence artificielle) en 2027, la demande sera introduite dans le cadre de la procédure budgétaire 2027.
34 Ce budget est déja intégré dans le programme de travail 26-27 pour le programme pour une Europe numérique du bureau de I’TA.
35 Ce budget est déja intégré dans le programme de travail 26-27 pour le programme pour une Europe numérique du bureau de I’IA.
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7,283

Ligne budgétaire 02 01 30 01 ® 2,642% 6,283% 8,925

TOTAL des crédits Engagements laribed 3,142 6,783 7,283 9,925

pour Ia DG CNECT Paiements =2a+2b+3 2,642 6,783 7,783 9,925
]
[

Rubrique du cadre financier pluriannuel 7 «Dépenses administratives»
Année Année Année Année TOTAL
: CFP 2021-
DG: CNECT 2024 2025 2026 2027 2027

* Ressources humaines 0,940 0,940 1,880

* Autres dépenses administratives 0,025 0,025 0,050

TOTAL DG CNECT Crédits 0,965 0,965 1,930

36 Ce budget correspond a 48 ETP supplémentaires pour 6 mois (43 AC et 5 END), la base de référence étant le niveau des effectifs convenu dans le cadre de la

procédure budgétaire 2026. Le budget sera redéployé dans I’enveloppe administrative du programme pour une Europe numérique afin de couvrir les codts

supplémentaires.

37 Le montant sera redéployé a partir de 02.0403 (SO2 Intelligence artificielle) en 2027, la demande sera introduite dans le cadre de la procédure budgétaire 2027.
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(Total
engagements

TOTAL des crédits pour la RUBRIQUE 7 du cadre financier pluriannuel = Total 0,965 0,965 1,930
paiements)
En Mio EUR (a la 3® décimale)
Année Année Annee Annee Apres 2027 TOTAL CEP
2024 2025 2026 2027 2021-2027
TOTAL des crédits pour les RUBRIQUES 1 a7 Engagements 4,107 7,748 8,248 11,855
du cadre financier pluriannuel Paiements 3,607 7,748 8,748 11,855

Estimation des réalisations financées a partir des crédits opérationnels (ne pas compléter pour les organismes décentralisés)

Crédits d’engagement en Mio EUR (a la 3° décimale)

3.2.2.
Indiquer les
objectifs et les
réalisations

FR

Année
2024

Année
2025

Année
2026

Année
2027

Insérer autant d’années que nécessaire, pour
refléter la durée de I’incidence (voir

section 1.6)

TOTAL

REALISATIONS (outputs)
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Nbre Codt

g
Typeze | COOL 1w e ® ) ® el el e
m(r)1ye 2 Codt 2 Codt 2 Codt 2 Coat 2 Codt 2 Codt 2 Codt total total

OBJECTIF SPECIFIQUE n° 1%°..,

- Réalisation

- Réalisation

- Réalisation

Sous-total objectif spécifique n° 1

OBJECTIF SPECIFIQUE n°2...

- Réalisation

Sous-total objectif spécifique n° 2

TOTAUX

38 Les réalisations se référent aux produits et services qui seront fournis (par exemple: nombre d’échanges d’étudiants financés, nombre de km de routes construites,

etc.).
39 Tel que décrit dans la section 1.3.2. «Objectif(s) spécifique(s)»
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3.2.3. Synthese de l'incidence estimée sur les crédits administratifs

— [ La proposition/I’initiative n’engendre pas 1’utilisation de crédits de nature administrative

— La proposition/I’initiative engendre 1’utilisation de crédits de nature administrative, comme expliqué ci-apres

3.2.3.1. Crédits issus du budget vote

[
| | | Année Année Année Année
CREDITS VOTES TOTAL 2021-2027
2024 2025 2026 2027
RUBRIQUE 7
Ressources humaines 0,940 0,940 1,880
Autres dépenses administratives 0,025 0,025 0,050
Sous-total RUBRIQUE 7 0,965 0,965 1,930
Hors RUBRIQUE 7
Ressources humaines 2,429 4,858 7,287
Autres dépenses de nature administrative 0,213 1,425 1,638
Sous-total hors RUBRIQUE 7 2,642 6,283 8,925

]

Les besoins en crédits pour les ressources humaines et les autres dépenses de nature administrative seront couverts par les crédits de la DG déja affectés a la gestion
de I’action et/ou redéployés en interne au sein de la DG, complétés le cas échéant par toute dotation additionnelle qui pourrait étre allouée a la DG gestionnaire dans

le cadre de la procédure d’allocation annuelle et compte tenu des contraintes budgétaires existantes.
3.2.4. Besoins estimes en ressources humaines

— [ La proposition/I’initiative n’engendre pas 1’utilisation de ressources humaines

— La proposition/I’initiative engendre 1’utilisation de ressources humaines, comme expliqué ci-apres

FR 16

FR



3.2.4.1. Financement sur le budget voté

Estimation a exprimer en équivalents temps plein (ETP)

[
| ) , Année Année Année Année
CREDITS VOTES
2024 2025 2026 2027
¢ Emplois du tableau des effectifs (fonctionnaires et agents temporaires)
20010201 (Au siége et dans les bureaux de représentation de la Commission) 0 0 5 5
20 01 02 03 (Délégations de I’'UE) 0 0 0 0
01 01 01 01 (Recherche indirecte) 0 0 0 0
01 01 01 11 (Recherche directe) 0 0 0 0
Autres lignes budgétaires (a préciser) 0 0 0 0
o Personnel externe (en ETP)
20 02 01 (AC, END de I’«enveloppe globale») 0 0 0 0
2002 03 (AC, AL, END et JPD dans les délégations de I’'UE) 0 0 0 0
Ligne d’appui admin. | - au siege 0 0 0 0
[XX.01.YY.YY] - dans les délégations de I'UE 0 0 0 0
01 01 01 02 (AC, END - Recherche indirecte) 0 0 0 0
0101 01 12 (AC, END - Recherche directe) 0 0 0 0
Autres lignes budgétaires (a préciser) - Rubrique 7 0 0 0 0
Autres lignes budgétaires (02 01 30 01) - Hors rubrique 7 0 0 48 48
TOTAL 0 0 53 53
1
Personnel nécessaire a la mise en ceuvre de la proposition (en ETP):
A couvrir par le Personnel supplémentaire exceptionnel*
personnel
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actuellement
disponible dans les

services de la

Commission

Emplois du 5
tableau des
effectifs

Personnel externe 10
(AC, END, INT)

A financer surla A financersurla A financer sur
rubrique 7 ou la ligne BA les redevances
recherche

S.0.

38

Description des taches a effectuer par:

Fonctionnaires et agents temporaires

Personnel externe

Le renforcement de la supervision centrale par le Bureau de I'TA entrainera une
augmentation significative du nombre de systémes d’IA. Ces tiches ne peuvent pas
étre effectuées par les effectifs actuels, qui ne sont suffisants que pour couvrir le
champ d’application actuel de la surveillance.

3.2.5.  Vue d’ensemble de [’incidence estimée sur les investissements liés aux technologies numériques

Obligatoire: il convient d’indiquer dans le tableau figurant ci-dessous la meilleure estimation des investissements liés aux technologies
numériques découlant de la proposition/de I’initiative.

A titre exceptionnel, lorsque la mise en ceuvre de la proposition/de 1’initiative I’exige, les crédits de la rubrique 7 doivent étre présentés sur la

ligne spécifique.

Les crédits des rubriques 1-6 doivent étre présentés comme des «Dépenses pour les systemes informatiques soutenant une politique consacrées
aux programmes opérationnels». Ces dépenses correspondent au budget opérationnel a affecter a la réutilisation/a 1’achat/au développement
de plateformes et d’outils informatiques directement liés a la mise en ceuvre de I’initiative et aux investissements qui y sont associés (par
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exemple, licences, études, stockage de données, etc.). Les informations figurant dans ce tableau doivent étre cohérentes avec les données
détaillées présentées a la section 4 «Dimensions numériques».

_ _ Année | Année | Année | Anmnée | TOTAL
TOTAL des crédits numériques et CFP
informatiques 2021-
2024 2025 2026 2027 2027
RUBRIQUE 7
Depgnges informatiques 0,000 0,000 0,000 0,000 0,000
(institutionnelles)
Sous-total RUBRIQUE 7 0,000 0,000 0,000 0,000 0,000
Hors RUBRIQUE 7
Dépenses pour les systémes
mformatl,ques soutenant une politique 0,000 0,000 0,000 0,000 0,000
consacrées aux programmes
opérationnels
Sous-total hors RUBRIQUE 7 0,000 0,000 0,000 0,000 0,000
TOTAL 0,000 0,000 0,000 0,000 0,000

3.2.6. Compatibilité avec le cadre financier pluriannuel actuel
La proposition/I’initiative:
- peut étre intégralement financée par voie de redéploiement au sein de la rubrique concernée du cadre financier pluriannuel (CFP)

Les montants seront redéployés & partir de la ligne 02 01 30 01 (Dépenses d’appui pour le programme pour une Europe numérique) pour 2026 et a partir de la ligne 02 04 03 (SO2
Intelligence artificielle) pour 2027.

— [ nécessite I’utilisation de la marge non allouée sous la rubrique correspondante du CFP et/ou le recours aux instruments spéciaux comme
le prévoit le reglement CFP

— [ necessite une révision du CFP
3.2.7. Participation de tiers au financement

La proposition/I’initiative:
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- ne prévoit pas de cofinancement par des tierces parties

— [ prévoit le cofinancement par des tierces parties estimé ci-apres:
Crédits en Mio EUR (& la 3¢ décimale)

Année Année Année Année Total
2024 2025 2026 2027

Préciser I’organisme de cofinancement

TOTAL crédits cofinancés

3.3.  Incidence estimée sur les recettes
- La proposition/I’initiative est sans incidence financiére sur les recettes.

— [ La proposition/I’initiative a une incidence financiére décrite Ci-apres:

— [ sur les ressources propres

— [ sur les autres recettes
[ veuillez indiquer si les recettes sont affectées a des lignes de dépenses

En Mio EUR (a la 3¢ décimale)

Incidence de la proposition/de I’initiative*®

Ligne budgétaire de recettes: Montants inscrits pour

En ce qui concerne les ressources propres traditionnelles (droits de douane, cotisations sur le sucre), les montants indiqués doivent étre des montants nets, c'est-a-dire des
montants bruts aprés déduction de 20 % de frais de perception.
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I’exercice en cours

Année 2024 Année 2025 Année 2026 Année 2027
Article .............
Pour les recettes affectées, préciser la(les) ligne(s) budgétaire(s) de dépenses concernée(s).
Autres remarques (relatives par exemple a la méthode/formule utilisée pour le calcul de I’incidence sur les recettes ou toute autre
information).
4, DIMENSIONS NUMERIQUES
4.1. Exigences pertinentes en matiére numérique
Référence a .. y Acteurs Visés ou concernés Processus S
. s Description de I’exigence . s .y Catégories
I’exigence par P’exigence generaux
Article 1¢, Insertion de I’article 4 bis: Permettre aux Fournisseurs et déployeurs de | Traitement des Données
paragraphe 5 fournisseurs et aux déployeurs de systémes systémes d’IA et de modéles | données
d’TA et de modéles d’TA de traiter des d’TA
catégories par_tlculleres <_1e données a caractére Personnes Concernaes
personnel, a titre exceptionnel, dans la mesure
nécessaire aux fins de la détection et de la
correction des biais, sous réserve de certaines
conditions.
Article 1¢, Modification de P’article 11, paragraphe 1, | Fournisseurs de systémes d’IA | Documentation Données
paragraphe 8 deuxiéme alinéa: Relative a la documentation | a haut risque (y compris les technique
technique se rapportant aux systémes d’IA a PEMC et les PME)
haut risque qui doit étre établie avant que ce Autorités nationales
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systéme ne soit mis sur le marché ou mis en
service. Les PME et les PEMC bénéficient de
certains priviléges réglementaires en ce qui
concerne cette fourniture d’informations.

compétentes
Organismes notifiés
Commission européenne

Article 1¢,
paragraphe 10

Modification de ’article 28, insertion d’un
paragraphe 1 bis: Les organismes
d’évaluation de la conformité qui demandent
une notification peuvent se voir offrir la
possibilité de présenter une demande unique
et de se soumettre a une procédure
d’évaluation unique.

Organismes d’évaluation de la
conformite

Autorités notifiantes

Présentation de la
demande

Données

Article 1¢,
paragraphe 11

Modification de P’article 29, paragraphe 4:
Les organismes notifiés qui demandent une
évaluation unique soumettent la demande
unique a ’autorité notifiante. L’organisme
notifié met a jour la documentation en cas de
changements pertinents.

Organismes notifiés
Autorité notifiante

Présentation de la
demande

Données

Article 1¢,
paragraphe 16

Modification de I’article 56, paragraphe 6:
La Commission publie ses évaluations de
I’adéquation des codes de bonne pratique.

Commission européenne

Publication de
I’évaluation

Données

Article 1¢,
paragraphe 26

Modification de P’article 77:

e Paragraphe 1: Les
autorités/organismes publics nationaux
qui surveillent/contrdlent le respect
des obligations découlant du droit de
I’Union en matiére de protection des
droits fondamentaux peuvent présenter

Autorités/organismes publics
nationaux qui
surveillent/contrélent le
respect des obligations
découlant du droit de I’Union
en matiére de protection des
droits fondamentaux

Echange
d’informations

Données
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du marché compétente.

informations.

une demande motivée et accéder a
toute information/documentation
émanant de [’autorité de surveillance

e Paragraphe 1 bis: I’autorité de
surveillance du marché accorde I’acces
et, si nécessaire, demande les
informations au fournisseur/déployeur

e Paragraphe 1 ter: le cas échéant, les
autorités de surveillance du marché et
les autorités/organismes publics
susmentionnés échangent des

marché

systemes d’IA

Autorité de surveillance du

Fournisseurs/déployeurs de

4.2. Données

Description générale des données relevant du champ d’application

Type de données

Référence a la ou aux exigences

Norme et/ou spécification (le cas échéant)

Catégories particulieres de données a caractére
personnel (lorsque le traitement est nécessaire pour
détecter/corriger les biais)

Article 1*, paragraphe 5

I

Documentation technique pour les systemes d’IA a
haut risque

Article 1%, paragraphe 8

La documentation technique contient, au minimum,

les éléments énoncés a 1’annexe 1V du réglement sur
I’'TA. La Commission établit un formulaire simplifi¢
de documentation technique destiné aux PEMC et

FR
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aux PME.

Demandes de notification d’organismes Article 1%, paragraphe 10 /l
d’évaluation de la conformité

Demandes de notification d’organismes Article 1%, paragraphe 11 L’organisme notifié met a jour la documentation
d’évaluation de la conformité utile en cas de changements pertinents.
Evaluation de la Commission concernant Article 1%, paragraphe 16 Il

I’adéquation des codes de bonne pratique

Demande d’accés aux informations sur les systémes | Article 1*', paragraphe 26 i
d’1IA
Informations ou documentation demandées par les | Article 1*, paragraphe 26 A fournir dans une langue et un format accessibles.

autorités/organismes publics nationaux qui
surveillent/ controlent le respect des obligations
relatives aux droits fondamentaux

Alignement sur la stratégie européenne pour les données

Expliquer comment la ou les exigences sont alignées sur la stratégie européenne pour les données
L’article 1, paragraphe 4, dispose que le traitement portant sur des catégories particulieres de donnees a caractere personnel est soumis a des
garanties appropriées pour les libertés et droits fondamentaux des personnes physiques. Cela est conforme aux réglements (UE) 2016/679
(RGPD) et (UE) 2018/1725 (RPDUE).

Alignement sur le principe «une fois pour toutes»

Expliquer comment le principe «une fois pour toutes» a été pris en considération et de quelle maniére la possibilité de réutiliser des données
existantes a été étudiée
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L’article 1", paragraphe 10, énonce que les organismes d’évaluation de la conformité peuvent se voir offrir la possibilité de présenter une
demande unique et de se soumettre a une procédure d’évaluation unique.

Expliquer comment les données nouvellement créées sont faciles a trouver, accessibles, interopérables et réutilisables, et répondent a des normes
de qualité élevee

Flux de données
Description générale des flux de données

Type de données Référence(s) a | Acteurs qui Acteurs qui recoivent | Déclencheur de Fréquence (le
I’exigence ou fournissent les les données I’échange de cas échéant)
aux exigences données données

Demandes de notification Article 1%, Organismes Autorité notifiante Demande en vue I

d’organismes d’évaluation de la paragraphe 11 notifiés désignés | designee conformément | d’une évaluation

conformité en vertu de la a la legislation unique

législation d’harmonisation de

I’Union dont la liste
figure a ’annexe I,

d’harmonisation
de I’Union dont

la liste figure a section A

I’annexe |,

section A
Evaluation de la Commission Article 1¢, Commission Grand public Réalisation d’une Régulierement
concernant I’adéquation des codes | paragraphe 16 européenne evaluation en ce qui
de bonne pratique concerne les codes

de bonnes pratiques
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surveillance du marché

marché

marché a besoin des
informations pour
répondre a une
demande des
autorités/organismes
publics nationaux qui

Demande d’accés aux informations | Article 1%, Autorités ou Autorité de surveillance | Les I
sur les systémes d’TA paragraphe 26 organismes du marche autorités/organismes
publics nationaux publics nationaux ont
qui surveillent ou besoin de ces
controlent le informations pour
respect des s’acquitter de leur
obligations mission
découlant du
droit de I’Union
protégeant les
droits
fondamentaux
Informations ou documentation Article 1¢, Autorité de Autorités ou organismes | Présentation d’une I
demandées par les paragraphe 26 surveillance du publics nationaux qui demande motivée
autorités/organismes publics marché surveillent ou contrblent | d’accés aux
nationaux qui surveillent/ le respect des informations
contrélent le respect des obligations (?eco_ulant
obligations relatives aux droits du droit de I"Union
fondamentaux protégeant les droits
fondamentaux
Informations ou documentation Article 1¢, Autorité de Fournisseurs/déployeurs | L’autorité de I
demandées par les autorités de paragraphe 26 surveillance du de systemes d’IA surveillance du
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surveillent/contrélent
le respect des
obligations relatives
aux droits

fondamentaux

Echanges d’informations dans le Article 1%, Autorité de Autorité de surveillance | Besoin d’échange I

cadre de la coopération entre les paragraphe 26 surveillance du du marché d’informations

autorités de surveillance du marché marche / Autorités publiques / | G€terminé dans le

et les autorités/organismes publics / Autorités organismes publics cadre,de_la

qui surveillent/contrdlent le respect publiques / c,oopgratlon et de

des obligations relatives aux droits organismes Passistance mutuelle

fondamentaux publics
4.3. Solutions numériques
Description générale des solutions numériques

e X Comment Comment la Utilisation
. Référence(s) a o . , o ere o des
Solution N Principales Organisme I’accessibilité possibilité de .
o I’exigence ou , iy . . Lo technologies
numérique . fonctionnalités requises responsable est-elle prise en | réutilisation est- ,
aux exigences . de I’'IA (le
compte? elle envisagée? cas échéant)

S.0. (les
modifications
qu’il est
proposé

d’apporter au
reglement sur
I’TA ne

prévoient pas
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I’adoption de
nouvelles
solutions
numeriques)

Pour chaque solution numérique, expliquer comment la solution numérique est conforme aux politiques numériques et aux dispositions Iégislatives

applicables

Solution numérique #1

Politique numérique et/ou sectorielle (le cas
échéant)

Expliquer de quelle maniére la solution s’aligne sur 1'élément en question

Réglement sur I’1A

Cadre de I’'UE en matiére de cybersécurité

elDAS

Portail numérique unique et IMI

Autres

4.4. Evaluation de ’interopérabilité

Description générale du ou des services publics numériques concernés par les exigences
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Service public
numérique ou
catégorie de
services publics
numerigques

Description

Référence(s) a
I’exigence ou aux
exigences

S.0. (les
modifications qu’il
est proposé
d’apporter au
réglement sur I’TA
n’ont pas
d’incidence sur les
services publics
numeriques)

Autre(s) solution(s)
d’interopérabilité

Incidence de l’exigence ou des exigences sur l’'interopérabilité transfrontiere pour chaque service public numérique

Service public numériqgue #1

Evaluation

Mesure(s)

(le cas échéant)

Obstacles potentiels restants

Alignement sur les politiques
numeériques et sectorielles

existantes

Enumeérer les politiques
numeriques et sectorielles

applicables recensées
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Mesures organisationnelles en
faveur d’une fourniture
transfrontiére sans heurts de
services publics numeériques

Enumeérer les mesures de
gouvernance prévues

Mesures prises pour garantir une
compréhension commune des
données

Enumérer ces mesures

Utilisation de spécifications et de
normes techniques ouvertes
convenues d’un commun accord.

Enumérer ces mesures

4.5. Mesures de soutien de la mise en ceuvre numérique

Description générale des mesures de soutien de la mise en ceuvre numérique

Description de la mesure

Référence(s) a
P’exigence ou aux
exigences

Ro6le de la
Commission

(le cas échéant)

Acteurs a associer
(le cas échéant)

Calendrier prévu
(le cas échéant)

SANS OBJET
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